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Abstract

The prevailing neo-Wicksellian view holds that the central bank’s objective is to

track the natural rate of interest (r∗), which itself is largely exogenous to monetary pol-

icy. We challenge this view using a fixed-cost model of durable consumption demand,

in which expansionary monetary policy prompts households to accelerate purchases of

durable goods. This yields an intertemporal trade-off in aggregate demand as encour-

aging households to increase durable holdings today leaves fewer households acquiring

durables going forward. Interest rates must be kept low to support demand going

forward, so accommodative monetary policy today reduces r∗ in the future. We show

that this mechanism is quantitatively important in explaining the persistently low level

of real interest rates and r∗ after the Great Recession.
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1 Introduction

When entering a recession, the first tool in the arsenal of macroeconomic policymakers is to

lower interest rates. Lower real interest rates encourage businesses to invest and consumers

to spend, which bolsters aggregate demand. An important component of this monetary

transmission mechanism is to stimulate purchases of durable goods, which are particularly

sensitive to interest rates (e.g., Barsky et al., 2003; Erceg and Levin, 2006; Sterk and Ten-

reyro, 2018). In this paper we argue that stimulating demand for durable goods has addi-

tional consequences. As monetary stimulus increases the stock of durables today, there is

less need to acquire durable goods in the future, all else equal. Monetary policy therefore

raises aggregate demand today by borrowing demand from the future. To compensate for

the weakness in aggregate demand going forward, the central bank must keep real interest

rates low. That is, monetary policy stimulus has a side effect of reducing the real natural

rate of interest (r∗) in subsequent periods.

This interaction between monetary policy and r∗ is very different from the prevailing

neo-Wicksellian view (Woodford, 2003) that r∗ is largely exogenous to monetary policy

and the central bank aims to manipulate the policy rate to track r∗.1 In contrast, we

argue that monetary policy has a powerful impact on the future evolution of r∗ through the

intertemporal shifting of aggregate demand.

We show that this intertemporal shifting is an important piece of the monetary trans-

mission mechanism in a heterogeneous agent New Keynesian model in which households

accumulate durable consumption goods subject to fixed adjustment costs. Households opti-

mally follow an (S,s) policy, making lumpy durable purchases as their existing durable stock

drifts down and hits an adjustment threshold. Expansionary monetary policy shifts the

adjustment thresholds, accelerating adjustments by those who were close to an adjustment

threshold. For instance, low interest rates may prompt some households to accelerate the

purchase of a new car. In the subsequent periods, they no longer need to purchase a car as

they have already done so. As a result, aggregate demand is weaker in periods following the

1See Woodford (2003, p. 49): “In Wicksell’s view, price stability depended on keeping the interest rate
controlled by the central bank in line with the natural rate determined by real factors (such as the marginal
product of capital). [...] Wicksell’s approach is a particularly congenial one for thinking about our present
circumstances [...].”

1



stimulus.

The dynamics of demand for durable goods create a propagation mechanism that makes

changes in real interest rates very persistent. We use our model to construct a forecast for

the evolution of interest rates following the Great Recession, in which the Federal Reserve en-

gaged in massive countercyclical monetary stimulus. Based on information through 2012Q4,

our model predicts a path of interest rates that largely tracks the path that came to pass

over the next seven years. The model predicts liftoff from the effective lower bound (ELB)

in 2015Q4 and predicts low levels of interest rates in 2019Q4 just as in the data. The slow

normalization of interest rates reflects a persistent decline in r∗. We isolate the contribution

of intertemporal shifting to the path of r∗ and show that it is quantitatively important to

explaining the large drop and, especially, the slow normalization of r∗.

In recent years, the low level of interest rates has received a lot of attention (Summers,

2015; Laubach and Williams, 2016). These low rates are generally thought to reflect secular

phenomena such as demographic changes, slow trend productivity growth, an increasing

convenience yield for safe assets, and the rise in income inequality (Eggertsson et al., 2019;

Del Negro et al., 2017; Auclert and Rognlie, 2018; Straub, 2018). Our results demonstrate

that cyclical forces can have large and very persistent effects on the natural rate of interest,

and that these forces have contributed substantially to the low interest rates over the last

decade. However, our perspective is fully compatible with the view that secular phenomena

have played a role in the decline in interest rates over a longer time horizon.

A fixed-cost model is a natural modeling approach to capture the lumpiness of durable

adjustments in the micro-data. However, the nature of the adjustment costs we include

in our model is also central to our main findings. The logic of our argument can actually

be reversed in models with higher-order adjustment costs, a common formulation in which

adjustment costs are increasing in the rate of change of investment (e.g. Christiano et al.,

2005). With higher-order adjustment costs, low interest rates today stimulate investment

today, which lowers the marginal cost of investment in the future. This effect works against

the intertemporal shifting effect we highlight, whereby higher investment today increases

the future durable stock, which reduces marginal benefit from investing in the future. Thus,

if higher-order adjustment costs are large enough, low interest rates today may even raise
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future aggregate demand. Higher-order adjustment costs help DSGE models to match certain

features of the aggregate response of durable demand to interest rates. However, they are at

odds with the micro data that shows lumpy adjustments in consumer durables and business

investment.

We show that our model is consistent with both the adjustment process at the micro level

and the aggregate response of durable demand to interest rates. In particular, we show that

the impulse response of aggregate durable spending to a monetary policy shock is similar

to what we estimate using the Romer and Romer (2004) shocks. Notably, our estimates

for the responses of GDP, aggregate durable expenditure, and the extensive margins of car

and housing adjustments all show reversals consistent with intertemporal shifting. While

the extent of these reversals is not precisely estimated, in most cases the point estimates

show complete reversals with the cumulative change in activity eventually returning to zero.

Turning to cross-sectional evidence, anticipated changes in sales tax rates create incentives

for intertemporal substitution similar to changes in interest rates (Correia et al., 2013). We

exploit this observation to make use of cross-sectional evidence from Baker et al. (2019) on

the response of auto sales to anticipated sales tax changes at the state level. Again, the

response of auto sales shows a clear reversal with cumulative sales returning to zero shortly

after the sales tax change. Our model tracks this impulse response quite closely.

The timing of durable purchases in standard fixed-cost models is highly sensitive to in-

tertemporal incentives (see House, 2014). Reiter, Sveen, and Weinke (2013) argue that this

property implies a counterfactually large investment response to monetary stimulus in a New

Keynesian model extended with a relatively standard (S,s) model of investment demand. We

show that including two particular ingredients in our model is important to match the em-

pirical evidence mentioned above. Without these ingredients the model-implied response of

durable demand to interest rates is an order of magnitude larger than our empirical bench-

marks. First, operating costs are a component of the user cost of durables that is not sensitive

to interest rates, which limits the shift in the (S,s) adjustment thresholds. Second, shocks to

the quality of the match between a household and its durable stock introduce inframarginal

adjustments, which reduce the mass of households near the adjustment thresholds. We use

micro-data on durable adjustments to estimate the frequency of match-quality shocks. Our
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model also includes information rigidities in the style of Carroll et al. (2020). This fric-

tion helps the model match the delayed responses to monetary policy shocks that are often

observed in aggregate data, as shown by Auclert, Rognlie, and Straub (2020).

Our work builds on a growing literature that models aggregate demand using rich micro-

foundations for household consumption that are disciplined by micro-data.2 Most of this

literature focuses its attention on the determination of nondurable consumption and abstracts

from consumer durables. Our interest in durable goods is motivated by the fact that they

are more sensitive to monetary policy and more cyclical than nondurable consumption. Our

partial-equilibrium household decision problem builds on Berger and Vavra (2015) adding

match-quality shocks and operating costs to lower the interest elasticity of durable demand,

as well as sticky information to delay the demand response, so that both are in line with our

empirical benchmarks.

Our analysis is made possible by the recent advances in the computation of heterogeneous

agent macro models, specifically we make use of and extend the powerful sequence-space

Jacobian techniques developed by Auclert, Bardóczy, Rognlie, and Straub (2019). We make

two technical contributions. We show how to implement the Kalman filter to recover the

shocks that generated the aggregate time series data using only impulse response functions

and not relying on a state space representation of the model. We then extend this filtering

algorithm to incorporate the ELB constraint, by allowing for a sequence of anticipated

monetary news shocks. Second, we show how r∗ can be immediately calculated from the

impulse response functions of the model without solving an auxiliary flexible-price model as

is typically done in DSGE models.

Intertemporal shifting effects of monetary policy have appeared in the literature pre-

viously. Leamer (2007, 2009) informally argues that monetary policymakers should take

account of intertemporal shifting effects in housing. Kreamer (2019) shows that minimizing

inefficient sectoral fluctuations in a stylized model of durable demand requires monetary

policy to take into account intertemporal shifting effects. Our contribution is to provide

evidence of intertemporal shifting effects, quantify them in a rich model disciplined by micro

2See Guerrieri and Lorenzoni (2017), McKay and Reis (2016), Gornemann, Kuester, and Nakajima (2016),
McKay, Nakamura, and Steinsson (2016), Auclert (2019), Kaplan, Moll, and Violante (2018), Werning (2015)
among others.
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and macro data, and examine its positive implications for the dynamics of real interest rates.

Contemporaneous work by Mian, Straub, and Sufi (2020) argues that intertemporal shift-

ing of demand can also occur following monetary accommodation due to the accumulation

of household debt. The mechanism we focus on is a different one. To illustrate the dif-

ference, non-homothetic preferences are central to the mechanism described by Mian et al.

so that the reduction in demand from indebted households is not offset by an increase in

demand from their creditors. In contrast, our mechanism works through durable holdings

with homothetic preferences.

A recent strand of literature has analyzed how past interest rates affect the power of

monetary policy (Berger, Milbradt, Tourre, and Vavra, 2018; Eichenbaum, Rebelo, and

Wong, 2018). These papers argue that the prevalence of fixed-rate mortgages in the United

States creates path dependence in the power of monetary policy. An interest rate cut is more

powerful in spurring refinancing and stimulating the economy if interest rates have been high

in the past and homeowners have high rates on their existing mortgages. While monetary

accommodation today makes the economy less sensitive to future stimulus, it persistently

raises the level of demand because refinancing redistributes disposable income to high-MPC

households on an ongoing basis. Instead, we emphasize that stimulus today leads to weaker

demand in the future by shifting the timing of durable expenditure forward.

The paper is organized as follows: Section 2 presents our model of durable demand; Sec-

tion 3 shows that the model aligns with the evidence on the response of durable spending

and output to changes in real interest rates, discusses the empirical evidence for intertem-

poral shifting effects, and explains the roles of match-quality shocks and operating costs;

Section 4 describes the general equilibrium model with sticky wages; Section 5 documents

the intertemporal shifting implications for the monetary transmission mechanism; Section 6

shows that this feature of the monetary transmission mechanism has important implications

for the dynamics of interest rates during and after the Great Recession; Section 7 concludes.
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2 Model of Durable Demand

We begin with the household’s partial equilibrium decision problem, which forms the demand

side of the model. Later we will embed this demand block into a sticky-wage monetary model.

2.1 Household’s Problem

Households consume nondurable goods, c, and a service flow from durable goods, s. House-

hold i ∈ [0, 1] has preferences given by

Ei0

∫ ∞
t=0

e−ρtu (cit, sit) dt. (1)

The service flow from durables is generated from the household’s stock of durable goods dit.

For the most part we have sit = dit, but we will complicate this relationship below. The

expectation is individual-specific due to information frictions, which we also describe below.

Households hold a portfolio of durables and liquid assets denoted ait. When a household

with pre-existing portfolio (ait, dit) adjusts its durable stock, it reshuffles its portfolio to

(a′it, d
′
it) subject to the payment of a fixed cost such that

a′it + ptd
′
it = ait + (1− f)ptdit, (2)

where pt is the relative price of durable goods in terms of nondurable goods, and fptdit is

a fixed cost proportional to the value of the durable stock. Liquid savings pay a safe real

interest rate rt. The household is able to borrow against the value of the durable stock up

to a loan-to-value (LTV) limit λ

ait ≥ −λ(1− f)ptdit. (3)

Borrowers pay real interest rate rt + rbt , where rbt is an exogenous borrowing spread.

The stock of durables depreciates at rate δ. Following Bachmann, Caballero, and Engel

(2013), a fraction χ of depreciation must be paid immediately in the form of maintenance

expenditures. This maintenance reduces the drift rate of the durable stock so we have

.
dit = −(1− χ)δdit, (4)
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where a dot over a variable indicates a time derivative. The household must also pay a flow

cost of operating the durable stock equal to νdit. Broadly speaking these operating costs

reflect expenditures such as fuel, utilities, and taxes.

When a household does not adjust its durable stock, its liquid assets evolve according to

.
ait = rtait + rbtaitI{ait<0} − cit + yit − (χδpt + ν)dit. (5)

Household income, yit, is given by yit = Ytzit, where Yt is aggregate income and zit is

the household’s idiosyncratic income share, which we later interpret as idiosyncratic labor

productivity. ln zit follows the Ornstein-Uhlenbeck process

dln zit = −ρz (ln zit − ln z̄) dt+ σz dWz
it, (6)

where dWz
it is a standard Brownian motion, ρz controls the degree of mean reversion of the

income process, σz determines the variance of the income process, and z̄ is a constant such

that
∫
zit di = 1.

We allow for the possibility that households may occasionally adjust their durables be-

cause their existing durables are no longer a good match for them. These match-quality

shocks are meant to capture unmodeled life events that leave the household wanting to ad-

just for reasons other than income fluctuations and depreciation. For example, a job offer in

a distant city may prompt the household to move houses. Or a growing family may require a

larger car. We assume that a household is in a good match when it adjusts its durables, but

over time the match quality can break down according to a Poisson process with intensity θ.

Specifically, there is a state qit that takes a value 1 when the household adjusts it durables

and drops to zero with intensity θ. The service flow is sit = qitdit. In equilibrium, households

with bad matches will adjust their durable stocks immediately. These match-quality shocks

are therefore a source of inframarginal adjustments.

Households have incomplete information about the aggregate state of the economy as in

Mankiw and Reis (2002). Each household updates its information with Poisson intensity

Ξ. As in Carroll et al. (2020) and Auclert, Rognlie, and Straub (2020), we assume that

households always know their idiosyncratic states and current income. They also learn

the current real interest rate when they hit the borrowing constraint and they learn the

7



current price of durables when they make an adjustment. These assumptions ensure that

households never violate the borrowing constraint. These information frictions allow the

model to generate the hump-shaped response of durable and nondurable expenditure to

monetary shocks.

2.2 Distribution and Aggregate Quantities

We use the policy functions from the household’s problem and the distribution of idiosyn-

cratic state variables to construct aggregate quantities for the population of households. The

individual state variables are liquid assets a, the durable stock d, and idiosyncratic produc-

tivity z. The distribution over these variables is denoted Φt(a, d, z). In steady state, the

prices are constant, rt = r̄, rbt = r̄b, Yt = Ȳ, pt = p̄, and the steady state distribution over

individual states is stationary and denoted by Φ̄(a, d, z). To compute the steady state of the

model we use the continuous-time methods described in Achdou et al. (2017).

Aggregate durable expenditure is the sum of net durable expenditures from adjustments,

including the fixed costs of adjustment, and maintenance costs

Xt =

∫
lim
dt→0

probt,t+dt(a, d, z)

dt
(d∗t (a, d, z)− (1− f)d) dΦt(a, d, z) + χ

∫
d dΦt(a, d, z)

where probt,t+dt(a, d, z) is the probability that a household with individual state variables

(a, d, z) will make an adjustment between t and t+ dt, and d∗t (a, d, z) is the optimal durable

stock conditional on adjusting. Since we integrate over changes in durable stocks at the

household level, Xt reflects purchases of durables net of sales of durables. Our definition

of Xt is therefore consistent with the construction of durable expenditure in the national

accounts, in which transactions of used durables across households are netted out.

2.3 Calibration of the Household Problem

We set

u(c, s) =

[
(1− ψ)

1
ξ c

ξ−1
ξ + ψ

1
ξ s

ξ−1
ξ

] ξ(1−σ)
ξ−1 − 1

1− σ
.

ξ is the elasticity of substitution between durables and nondurables. Estimates of this

elasticity range from substantially below 1 to around 1 (Ogaki and Reinhart, 1998; Davis and
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Ortalo-Magné, 2011; Pakoš, 2011; Albouy et al., 2016). We choose an elasticity of ξ = 0.5,

which is at the lower end of these estimates. Choosing a lower value is conservative for

intertemporal shifting in that the benefits of accelerating a durable adjustment are smaller.

We set σ = 4 implying an EIS of 1/4. This is at the lower end of the range typical in

the literature. A low EIS allows the model to match the small response of nondurable con-

sumption to monetary policy shocks we measure in the data (see Section 3). The importance

of durables, ψ, is set to match the average ratio of the nominal values of the total durable

stock (durable goods and private residential structures) and annual nondurable consumption

(nondurable goods and services excluding housing) from 1970 to 2019.

Our calibration captures a broad notion of durables, which includes residential housing,

autos, and appliances among other goods, as in Berger and Vavra (2015). While these

goods differ in important respects, such as their depreciation rate and the probability of

adjustment, they are all long-lasting and illiquid and purchases are lumpy and infrequent,

features we stress in our analysis. Following this broad notion, our depreciation rate δ is

the annual durable depreciation divided by the total durable stock in the BEA Fixed Asset

tables, again averaged from 1970 to 2019. While 73% of the value of the total durable stock

consists of residential housing, this component accounts for 23% of the total depreciation

owing to the low depreciation rate of structures relative to cars and appliances. This explains

why non-housing durables account for the majority (64%) of spending on durables and are

thus important in the determination of aggregate demand.

We set the fixed cost, f , to target a weighted average of the annual adjustment probabil-

ities of individual durable goods. The three components of the average are the probability

that a household moves to a new dwelling (15% per year as reported by Bachmann and

Cooper, 2014), makes a significant addition or repair to their current dwelling (2.5% in the

PSID), or acquires a new or used car (29.6% in the CEX). We attach a weight of 0.9 to

the sum of housing moves and additions and repairs, and a weight of 0.1 to cars, based

the the relative value of the housing stock and the car stock in the BEA fixed asset tables.

This yields an annual adjustment probability of 0.19. Note that we cannot simply sum the

probabilities of adjustments across durable goods, since this would overstate the liquidity of

the households’ total durable position in our model.
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Table 1: Calibration of the Model

Parameter Description Value Source

Parameters of the Household’s Problem

ρ Discount factor 0.096 Net Assets/GDP = 0.87

σ Inverse EIS 4 See Section 3

ψ Durable exponent 0.581 d/c ratio = 2.64

ξ Elas. of substitution 0.5 See Section 2.3

r̄ Real interest rate 0.015 Annual real Fed. Funds Rate

r̄b Borrowing spread 0.017 Mortgage-Treas. spread

δ Depreciation rate 0.068 BEA Fixed Asset

f Fixed cost 0.194 Ann. adjustment prob = 0.19

θ Intensity of match-quality shocks 0.158 See Section 2.4

χ Required maintenance share 0.35 See Section 2.3

ν Operating cost 0.048 See Section 2.3

ρz Income persistence 0.090 Floden and Lindé (2001)

σz Income st. dev. 0.216 Floden and Lindé (2001)

λ Borrowing limit 0.8 20% Down payment

Ξ Rate of information updating 0.667 Coibion and Gorodnichenko (2012)

General Equilibrium Parameters

G/Y Steady state govt share 0.2 Convention

ζ Inverse durable supply elasticity 0.049 See Section 4.3

κ Phillips curve slope 0.48 See Section 4.3

ρr Real rate persistence 0.60 Estimated over 1991-2007

ρη Real rate shock persistence 1.55 Estimated over 1991-2007

φπ Real rate response to inflation 0.79 Estimated over 1991-2007

φy Real rate response to output gap 0.75 Estimated over 1991-2007

ρG Non-household demand persistence 0.90 See Section 4.3

ρg Productivity growth persistence 0.77 See Section 4.3

ρrb Borrowing spread persistence 0.63 Estimated over 1991-2007
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Since our objective is to explain the behavior of real interest rates during and after the

Great Recession, we use the years 1991-2007 as a benchmark for interest rates; a period when

the economy entered a period of low and stable inflation. The average, ex post, real federal

funds rate in terms of nondurables over this period is equal to r̄ = 1.5%. The steady state

borrowing spread rb is set to 1.7% based on the difference between the 30-year mortgage

rate and the 10-year treasury rate over the same period.

Based on the estimates of Floden and Lindé (2001), we set ρz = − log(0.9136) and

σz = 0.2158. We set the discount rate ρ to match the average liquid financial asset holdings

net of mortgage and auto loans to annual GDP ratio over 1970-2019 of 0.87.3 The borrowing

limit is set to λ = 0.8 in line with a 20% down payment requirement.

To calibrate the level of maintenance costs we use NIPA data on housing and car mainte-

nance expenditures. Total maintenance costs are the sum of intermediate goods and services

consumed in the housing output table, the PCE on household maintenance, and the PCE on

motor vehicle maintenance and repair. We divide these costs by total durable depreciation

to arrive at χ = 0.35.

Turning to operating costs, taxes on the housing sector, PCE on household utilities, and

PCE on fuel oil and other fuels (excluding motor vehicle fuels) amount to 4.1% of the value

of the housing stock. For cars, we find that PCE on motor vehicle fuels, lubricants, and

fluids amounts to 22% of the value of the stock of vehicles. We sum the operating costs for

cars and housing and divide by the total durable stock to obtain ν = 0.048.

We set the intensity with which agents update their information set to an annual rate of

Ξ = 2/3, so that the expected time between updates is six quarters. An expected information

rigidity of six quarters is in the middle of the range implied by the estimates of Coibion and

Gorodnichenko (2012, table 3) who find quarterly updating frequencies between 0.11 and

0.24 among professional forecasters, households and firms.

3Liquid assets are defined as in McKay et al. (2016) and Guerrieri and Lorenzoni (2017).
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2.4 Estimating the Arrival Rate of Match-Quality Shocks

The intensity of the match-quality shock, θ, does not have a natural data counterpart that

lends itself to calibration. We estimate this parameter using PSID data and the structural

estimation method developed by Berger and Vavra (2015) modified to allow for match-quality

shocks. We only provide a brief overview here, with details relegated to Appendix B.

The estimation method centers on matching the probability of a durable adjustment as a

function of the “durable gap” ωit ≡ d∗it−dit, as well as the density of durable gaps, where d∗it

is the optimal durable stock based on the current state variables. Intuitively, in a fixed-cost

model the probability of adjustment should be greater the larger is the absolute gap, since

the benefit of adjusting the durable stock is larger.

Gaps are easily computed in the model, since both the optimal durable choice d∗modelit and

the current durable stock dmodelit are known. In the data, we only observe current durable

holdings ddatait directly. We infer data gaps using a set of observables Zdata
it , and the model-

implied relationship between them and the optimal durable stock, d∗datait = Fmodel(Zdata
it ),

where Fmodel is the model’s mapping from the observables to d∗.

The arrival rate of the match-quality shock, θ, is primarily identified by the hazard of

adjustment for small gaps. Intuitively, at small gaps the household should be relatively far

from an adjustment threshold due to the fixed cost, whereas adjustments at large gaps likely

reflect that the household crossed an adjustment threshold. Most of the adjustments at small

gaps are therefore attributed to the match-quality shock.

Figure 1 plots the model- and data-implied hazards of adjustment conditional on the

durable gap at the optimal parameter estimate, θ = 0.1575.4 The bootstrapped 95% confi-

dence band is [0.157,0.159], based on sampling households from the PSID with replacement.

The model accounts well for the upward-sloping hazard and explains 80% of the variation

in the hazard rate. The adjustment probability for small gaps is substantial in both the

model and the data, suggesting that the match-quality shock is quantitatively important.5

4Appendix Figure A.1 plots the density of durable gaps.
5We estimate larger adjustment probabilities at small gaps than Berger and Vavra (2015) do because

we follow a different approach to identifying adjustments in the data. Berger and Vavra exclude durable
adjustments smaller than 20% of the value of the durable stock in part to filter out idiosyncratic moves
across location.
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Figure 1: Hazard of adjustment conditional on the durable gap ω = d∗ − d, where d∗ is
the optimal durable choice conditional on adjusting and d the initial durable stock. Shaded
areas are 95% confidence bands.

Our estimate implies that 75% of adjustments in steady state are due to the match-quality

process.

3 Response of Durable Demand to Monetary Policy

In many fixed-cost models, the timing of durable adjustments is very sensitive to intertempo-

ral incentives (see House, 2014), which poses a challenge in modeling the monetary transmis-

sion mechanism because durable demand is excessively responsive to monetary policy (see

Reiter et al., 2013). In this section we show that our model predicts a response of durable

demand to interest rates that is in line with several empirical benchmarks. The model is

consistent with the magnitude of the spending response as well as the subsequent reversal

of this spending that is the hallmark of intertemporal shifting effects. We identify changes

in real interest rates in two ways. We begin with identified monetary policy shocks before

turning to quasi-experimental evidence.
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3.1 Evidence from Identified Monetary Shocks

We use monetary shocks from Romer and Romer (2004), extended by Wieland and Yang

(2017), for 1969Q1-2006Q4, as a source of exogenous variation in real interest rates. We

estimate the impulse responses of several outcome variables to these shocks. The impulse

response functions we estimate are informative about the plausibility of intertemporal shift-

ing effects in the monetary transmission mechanism and also serve as empirical benchmarks

for the model.

Our outcome variables are log real GDP per capita; the log of total real durable expendi-

ture per capita, xt = ln(Xt); and the extensive margin of durable purchases. To measure the

extensive margin, we construct time series for the fraction of the population moving residence

each year and the fraction of the population buying a car each quarter using micro-data from

the PSID and the CEX, respectively.6

We estimate the impulse responses using local projections,

zt+h = αh +
M∑
m=0

βh,mεt−m +
L∑
l=1

γh,lzt−l + δht+ ηt,h, h = 0, ..., H, (7)

where zt is the outcome variable, εt is the Romer-Romer monetary shock, and t is a time

trend.7 The impulse response function is the sequence {βh,0}Hh=0. Standard errors are Newey-

West. In our baseline specification we chose the lag length M = L = 16 quarters. We

normalize the Romer shock to yield a 25 basis point decline in the real interest rate on

impact. The decline in the real interest rate persists for 3-4 years (see Appendix Figure

A.3).

The top-left panel of Figure 2 plots our estimated impulse response function for log

GDP. It displays a hump-shaped increase that peaks at 0.30% after 9 quarters. For the next

9 quarters, GDP declines and it undershoots its trend before a gradual return to steady

state. Both the initial positive peak and the subsequent negative trough are statistically

6Appendix C details the construction of the variables used in this analysis. We construct the annual
time series for the probability of moving to a different residence using PSID data from 1969-1997 following
Bachmann and Cooper (2014). Bachmann and Cooper (2014) show that the moving probability from the
PSID is in line with the shorter time series from the CPS March Supplement and the AHS. For the probability
of buying a car we use CEX data from 1980-2006.

7For the adjustment probabilities we also include a squared time trend as these time series display a
distinct U-shaped pattern.
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Figure 2: Impulse response function of real GDP (top-left panel), real durable expendi-
ture (top-right), probability of moving house (bottom-left), and probability of buying a
car (bottom-right) to a Romer and Romer monetary policy shock. Shaded areas are 95%
confidence bands.

significant at conventional levels. Our estimates suggest that while monetary policy is able

to stimulate economic activity in the short run, it comes at the cost of weaker activity in

the medium run. This pattern is consistent with monetary policy borrowing demand from

the future. Appendix D documents that this result is robust to excluding the deterministic

trend, including fewer lagged terms, and restricting the sample to the post-Volcker period.

The panels for real durable expenditure, the moving probability, and the car acquisition

probability in Figure 2 provide further evidence for such intertemporal shifting. In each

case we observe a statistically significant positive response to expansionary monetary policy

for the first three years followed by a statistically significant contraction. The volatility in

the impulse response function for car acquisitions stems in part from the greater sampling

variability in this series. These results are consistent with the hypothesis that households ac-

celerate durable purchases following an expansionary monetary shock, but these adjustments

15



Figure 3: Impulse response function of cumulative real GDP (top-left panel), cumulative
real durable expenditure (top-right), cumulative probability of moving house (bottom-left),
and cumulative probability of buying a car (bottom-right) to a Romer and Romer monetary
policy shock. Shaded areas are 95% confidence bands.

are subsequently missing.

In Figure 3 we plot estimates for the cumulative impulse response functions of GDP,

durable expenditure, and the extensive margin. These correspond to the integral under

the impulse response functions in Figure 2, which reveals the extent to which the initial

increase in demand is later reversed. The point estimates of the cumulative impulse response

functions are consistent with a complete reversal of GDP and the extensive margin, as well

as a near-complete reversal of durable expenditure. The near complete reversal of durable

expenditure is consistent with long run monetary neutrality, which implies the durable stock

will be unaffected in the long run. While the confidence bands on our estimates generally

allow for an incomplete reversal, note that from Figure 2 we can reject the hypothesis that

no reversal takes place.
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We estimate impulse response functions for longer horizons than are typical in the lit-

erature, which allows us to observe the intertemporal shifting effects. Typically impulse

response functions are reported for up to 16 quarters (see Ramey, 2016, for a survey).8 An

exception is Jordà et al. (2020) who estimate a long-horizon effect of monetary policy using

an identification scheme based on “trilemma” shocks. They find GDP is below normal for

12 years following a contractionary shock. Their shock implies that the real interest rate is

also elevated for 12 years. In our estimates, the intertemporal shifting effect of monetary

policy only becomes visible once the real rate normalizes, which occurs after 3-4 years for

the Romer and Romer (2004) shock.

3.2 Evaluating the Model

We now evaluate the model’s ability to match the durable spending response to identified

monetary policy shocks. Our primary focus is on the magnitude of this response or, in other

words, the interest elasticity of durable demand. Limiting this sensitivity poses a challenge

and motivates some of the ingredients we include in our model.

To evaluate the model, we estimate the effect of a Romer-Romer shock on the real interest

rate, rt, aggregate income, Yt, and the relative durable price, pt, and feed the mean impulse

response functions into the household problem of Section 2 starting in steady state.9 We

assume that these paths come as a surprise at t = 0 and then become known to agents when

they update their information set. These variables return to steady state after 32 quarters.

The left panel of Figure 4 plots the model-implied cumulative durable expenditures

against the data. In our model, the peak real durable response is 11.4%, the same as

the peak real durable response in the data. In addition, the model produces a reversal in

durable demand within the confidence band.

To highlight that operating/maintenance costs and match-quality shocks are necessary

for this success, Figure 4 makes two additional model comparisons.10 First, we compute the

8Tenreyro and Thwaites (2016) estimate the response of GDP to Romer and Romer (2004) shocks up to
20 quarters out. Their impulse response functions also display a reversal consistent with what we find.

9See Appendix E for details and estimates of the impulse response functions for rt and pt. For log GDP
we use the impulse response function plotted in the top-left panel of Figure 2.

10For both of these alternative models, we re-calibrate the discount rate ρ, the fixed cost f , and the durable
preference ψ to match our empirical targets for the net liquid asset/GDP ratio, the frequency of adjustment,
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Durables Nondurables

Figure 4: Cumulative response of durable (left) and nondurable (right) expenditure to a sim-
ulated monetary policy shock. Model simulations feeding in the estimated impulse responses
for (Yt, rt, pt). Each panel shows the full model, the model without the match-quality shocks,
and the model without match-quality and operating and maintenance costs.

cumulative durable demand response in a model that abstracts from match-quality shocks

but includes the operating and maintenance costs from our full model (“w/o match-quality

shocks”). This model yields a counterfactually large peak cumulative durable demand re-

sponse of 42%, four times larger than in the data. Second, we compute the response in a

model that further abstracts from operating and maintenance costs (“w/o MQ and oper-

ating/maint. costs”). This model predicts that cumulative durable demand peaks at 84%,

seven times more than their peak response in the data.

While the magnitude of the durable expansion in the full model is consistent with the

data, it does occur earlier than in the data. The main determinant of how gradually cumula-

tive durable expenditure increases is the information rigidity. Without information frictions,

durable expenditure in the first quarter is already as large as the peak cumulative response

in our benchmark model. While a larger degree of information rigidity would allow us to get

closer to the data on this dimension, it does pull us outside the range of values estimated

in the literature. Ultimately our main results concern a long-horizon forecast for which the

degree of information rigidity does not have major quantitative implications so matching the

exact timing of durable expenditure in the data is not critical for our purposes.

and the durable-stock-to-nondurable-consumption ratio.
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In the right panel of Figure 4 we show that the full model also provides a good match

to the dynamics of cumulative nondurable expenditures. The model without match-quality

shocks performs about as well, whereas the model abstracting from both match-quality

shocks and operating/maintenance costs predicts too much substitution from nondurable to

durable spending. The relatively small nondurable spending response in the data motivated

our choice of a relatively low elasticity of intertemporal substitution in Section 2.

Why do operating costs and match-quality shocks reduce the sensitivity of durable de-

mand to interest rate changes? These ingredients play a key role in limiting the sensitivity

of the extensive margin of durable demand to intertemporal prices. Match-quality shocks

are a source of inframarginal adjustments. We target a certain probability of adjustment in

total and by associating more of these adjustments with the match-quality shock, fewer are

attributed to households that have hit an (S, s) band. Therefore including match-quality

shocks means there are fewer households near the adjustment thresholds that can be induced

to accelerate their adjustments by monetary policy.11 Similarly, operating costs stabilize the

extensive margin of demand because they are a component of the user cost of durables that

is not sensitive to interest rates. Including operating costs therefore stabilizes the user cost

and therefore durable demand.

We now show that the willingness of households to shift the timing of their durable ad-

justments also aligns well with the observed extensive margin responses for cars and housing.

For this analysis, we consider two different calibrations that interpret durables more nar-

rowly as either cars or housing, respectively. The primary difference in the calibrations is

the depreciation rate. Housing structures depreciate at a much slower rate, 2% per year,

while cars depreciate at a much higher rate, 20% per year, than the value-weighted durable

stock.12 As above, we simulate the impulse response for the extensive margin by feeding

11The logic of how match-quality shocks affect the extensive margin response of durable demand has
antecedents in the literature on price setting (see Golosov and Lucas, 2007; Midrigan, 2011; Nakamura and
Steinsson, 2010; Alvarez et al., 2016).

12The probability of adjustment is also higher for cars (7.4% quarterly) than for housing (15% annually),
and households own more housing wealth (d/c = 1.92) than car wealth (d/c = 0.201). We recalibrate the
discount rate ρ, the fixed cost f , and the durable exponent ψ to match these targets, as well as a net-liquid-
asset-to-GDP ratio of 0.92 for housing and 1.31 for cars. When we include match-quality shocks, 75% of
all adjustments will come from the match-quality process, which is the same fraction as in our estimated
model for all durables. This requires θ = 0.12 for housing and θ = 0.22 for cars. We only subtract the
collateralized loans from liquid assets for the durable we calibrate to. We also allow for a higher borrowing
spread rb = 0.03 in the car model based on the average spread of four-year car loans with five-year treasury
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Cars Housing

Figure 5: Cumulative response of the extensive margin of durable adjustment to a simu-
lated monetary policy shock. Model simulations feeding in estimated impulse responses for
(Yt, rt, pt). The panels show the model for cars (left) and the model for housing (right) and
the empirical estimates from Section 3.1.

the empirical impulse responses of Yt, rt, and pt into the model. The left panel of Figure

5 shows that the extensive margin for car adjustments in our model accords well with the

data. In both model and data, the extensive margin response is initially positive but then

fully reverses. The peak cumulative response is only slightly higher than in the data. The

right panel shows the results for the housing model. Our model again accords well with the

data. It matches the peak cumulative response and it predicts a reversal very similar to

what is observed in the data.

3.3 Quasi-Experimental Evidence

We now evaluate the model’s ability to fit evidence from quasi-experimental variation in real

interest rates. An advantage of this analysis is that it focuses on a narrower set of economic

mechanisms than does the preceding analysis of monetary policy shocks because in this case

only real interest rates are affected.

There is extensive quasi-experimental evidence that variation in intertemporal prices

can shift durable expenditure through time. Empirical studies of anticipated VAT or sales

bonds. For Figure 5 we feed in the estimated impulse response of the relative price of cars in the car model
and the estimated impulse response of relative price of housing in the housing model.
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Figure 6: Cumulative car acquisitions for an anticipated sales tax increase in Baker et al.
(2019) versus the model. We convert the tax elasticity in Baker et al. (2019) to an interest
rate elasticity by dividing by 12.

tax changes consistently estimate increases in household durable expenditures followed by

complete or near-complete reversals (Cashin and Unayama, 2011; D’Acunto et al., 2016;

Baker et al., 2019). Intuitively, one can interpret the anticipated price increase from a

VAT or sales tax increase as a low real interest rate, which is why such policies are termed

“unconventional fiscal policy” (Correia et al., 2013). That low real interest rates pull forward

durable expenditures lends credence to our emphasis on intertemporal shifting effects in the

monetary policy transmission mechanism.

We now show that our model is quantitatively consistent with the estimates in Baker

et al. (2019), who analyze the response of auto sales to anticipated changes in state sales

tax rates.13 Baker et al. estimate a cumulative 12.7 percent increase in monthly auto sales

leading up to a 1 percentage point increase in sales tax. Such a sales tax change implies

an annualized 12 percent decrease in the real interest rate for cars in the month before the

tax increase so the elasticity of the extensive margin of auto sales to interest rates is about

12.7/12 = 1.1.

Using the model calibration that interprets durables as cars, we calculate the response of

13See their Table 3, Col. 1.
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the extensive margin to a one month drop in the real interest rate with a magnitude of 1%

annualized. We assume that the real rate drop is known 5 months ahead of implementation.

Baker et al. (2019) report that sales tax increases are known 2-3 months in advance for

referenda and 6-9 months in advance for legislated changes and our assumption is the mid-

point of these horizons. As shown in Figure 6, our model produces a peak elasticity of 1.2

and a subsequent reversal that tracks the estimate from Baker et al. quite closely.

4 General Equilibrium Model

So far we have focused on the household problem, which serves as the demand side of our

model. We now specify the supply side and market clearing conditions.

4.1 Production, Labor Supply, and Aggregate Supply

In designing the supply-side of our model we have a number of objectives. First, one theory

of the decline in nondurable consumption and durable expenditure in the Great Recession is

that households revised down their expectations for income growth (see De Nardi et al., 2011;

Dupor et al., 2018). A reduction in income leads households to reduce their consumption

expenditure through standard consumption-smoothing logic, but also to reduce their target

durable stocks, which leads to an abrupt decline in durable expenditure. To incorporate these

effects, we allow for shocks to aggregate productivity, which affect income expectations. A

second objective in designing the model is to avoid abrupt changes in potential output.

Our main results offer a positive explanation of how monetary policy was conducted during

and after the Great Recession. In practice, policy makers typically view potential output

as evolving in a smooth manner. In keeping with that view, we have designed the model

so changes in productivity are serially correlated so that there can be a large change in

expectations for permanent income without an abrupt change in realized productivity. For

the same reason we also eliminate short-run wealth effects on labor supply, which we do in

a manner inspired by Jaimovich and Rebelo (2009).14 Third, we introduce labor supply into

14Cesarini et al. (2017) provide evidence for small short-run wealth effect on labor supply based on lottery
earning in Sweden. Gaĺı et al. (2012) estimate weak short-tun wealth effects on labor supply in aggregate
data.
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the model in a way that does not alter the household decision problem studied in Sections

2 and 3. This means the model validation performed in Section 3 remains applicable to the

general equilibrium model. Achieving this requires an additively separable variant of the

Jaimovich and Rebelo preferences. Fourth, we introduce nominal frictions in the model to

generate a conventional New Keynesian Phillips curve. Our objective here is that the Phillips

curve should be standard to make clear that our results are driven by the demand side of

the model. For this purpose, we adapt the standard sticky-wage environment developed by

Erceg et al. (2000) to allow for uninsured idiosyncratic labor productivity and productivity

growth.

We now turn to the specifics of our assumptions. Final goods are produced with a

technology that is linear in labor, Yt = ZtLt, where Zt is the exogenous level of productivity

and Lt is aggregate labor supply. Productivity follows the process dlnZt = gt where gt follows

the Ornstein-Uhlenbeck process dgt = −ρZgt dt+σZ dWZ
t , whereWZ

t is a standard Brownian

motion. Changes to productivity are permanent and the innovations are serially correlated.

An innovation to this process can be interpreted as a shock to income expectations that

takes some time to fully materialize.

Each household i supplies a continuum of differentiated labor of type j ∈ [0, 1], with hours

denoted nijt. We extend the household preferences with an additively separable disutility of

labor supply

E0

∫ ∞
t=0

e−ρt

[
u (cit, sit)− Ωt

∫ 1

0

v(nijt) dj

]
dt (8)

Ωt ≡
∫ 1

0

uc (cit, sit) zi,tZt di

where Ωt is a time-varying preference shifter in the spirit of Jaimovich and Rebelo (2009).

While Jaimovich-Rebelo preferences limit short-run wealth effects through a Greenwood,

Hercowitz, and Huffman (1988) formulation, our desire for additive separability leads us to a

different approach, which is to incorporate the productivity-weighted average marginal utility

of consumption into Ωt. Jaimovich-Rebelo preferences are compatible with a balanced growth

path because the disutlity of labor eventually scales with consumption, which is proportional

to productivity on the balanced growth path, implying the disutility of labor supply keeps

pace with the return to work. We achieve a similar outcome by scaling Ωt by Zt directly.

23



Labor supply is determined by a set of unions as described below and the household takes

labor supply and labor income as given. As the disutility of labor is additively separable

and labor income is outside the household’s control, the decision problem we analyzed in the

previous sections is unchanged.

Aggregate labor supply is given by

Lt =

(∫ 1

0

l
ϕ−1
ϕ

jt dj

) ϕ
ϕ−1

,

where

ljt =

∫ 1

0

zitnijt di.

We now interpret zit as idiosyncratic labor productivity. In this formulation, each household

faces uninsurable risk to their productivity zit, but face the same (relative) exposure to each

variety of labor j.

The final good is produced by a representative firm. Prices are flexible and equal to nom-

inal marginal cost: Pt = Wt/Zt, where Wt is the price index associated with the aggregator

Lt. The real wage is then Wt/Pt = Zt.

We obtain a standard New Keynesian Phillips curve through sticky nominal wages. A

continuum of unions set the nominal piece rate, W̃jt = Wjt/Zt, of each type of labor. Spec-

ifying wages as a piece rate implies that nominal prices inherit the stickiness of wages,

without us needing to incorporate additional pricing frictions. The union maximizes the

equally-weighted utility of the households subject to a Rotemberg-style adjustment cost of

Ψ
2

ΩtLt
(
µjt
)2

, where Ψ is a parameter that controls the strength of the nominal rigidity and

µjt is the growth rate of W̃jt such that dln W̃jt = µjt dt.15 Among union workers supplying

type j, all labor is equally rationed, nijt = ljt. In a symmetric equilibrium, all workers sup-

ply Lt units of labor and each household receives real, pre-tax income of zitYt. Appendix F

presents the union’s problem in detail and shows that the linearized symmetric equilibrium

gives rise to the following Phillips curve

.
πt = ρπt − κ

(
Yt − Ȳt
Ȳt

)
, (9)

15We model the Rotemberg adjustment cost as a utility cost for the union rather than as a resource cost
based on the arguments in Eggertsson and Singh (2019).
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where πt = dlnPt
dt

and Ȳt is potential output. This is a continuous-time version of the standard

New Keynesian Phillips curve.

We now turn to the supply of durable goods. The durable good is produced by a repre-

sentative firm using the production function,

Xt = υZζ
tM

1−ζ
t H̄ζ ,

where Xt is the production of durables, Mt is the input of the nondurable good, and υ is

a constant. The constant flow H̄ of land is made available and sold by the government

at a competitive price. Zt enters the production function here in a manner that is “land-

augmenting” so that the long-run relative price of durables is unaffected by permanent TFP

shocks. The first order conditions of this problem lead to a relative price of

pt = (1− ζ)−1υ−
1

1−ζ

(
Xt

ZtH̄

) ζ
1−ζ

. (10)

Thus, (1− ζ)/ζ is the supply elasticity of the durable good.

The final good is used for several purposes including nondurable consumption, an in-

put into durable production, and government consumption. In addition, we interpret the

spread between the borrowing and saving interest rates as reflecting an intermediation

cost. We assume the intermediation cost follows an Ornstein-Uhlenbeck process given by

drbt = −ρrb(rbt − r̄b) dt+ σrb dWrb

t . Appendix F shows the market-clearing conditions of the

model.

4.2 Government

Monetary policy is governed by a standard interest rate rule,

.
rt = −ρr(rt − r̄) + φππt + φy

Yt − Ȳt
Ȳt

+ ηrt , (11)

where the first term captures interest rate smoothing, the second and third terms capture

the endogenous monetary policy response, and ηrt is an exogenous term that follows dηrt =

−ρηηrt dt+ ση dWη
t .

Fiscal policy consists of a constant debt policy,

At =

∫ 1

0

ait dt = Ā. (12)
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We assume that the government levies taxes proportional to zit where the tax rate τ̄t is set

to satisfy the government budget constraint so we have

yit = (Yt − τ̄t) zit (13)

and the period-by-period government budget constraint is

τ̄t = rtĀ+Gt

where Gt is an exogenous level of government consumption.16 We assume that Gt follows

an Ornstein-Uhlenbeck process, dlnGt = −ρG(lnGt − ln Ḡ) dt + σG dWG
t . In our analysis,

government consumption will stand in for changes in demand that originate outside the

household sector and we will at times refer to “non-household demand.”

4.3 Calibration of the General Equilibrium Model

We set υ to normalize the relative price of durables to one in steady state. We calibrate

the inverse supply elasticity of durable goods to ζ
1−ζ = 0.049. Our choice of ζ reflects land’s

share in the production of durables, which we calculate as follows. Residential investment is

on average 36% of broad durable consumption expenditures (NIPA Table 1.1.5, 1969-2007).

New permanent site structures account for 58% of residential investment (NIPA Table 5.4.5).

Davis and Heathcote (2007) report that 11% of sales of new houses reflect the value of land.

Therefore payments for new land amount to a little over 2% of the expenditure on durables.

However, Davis and Heathcote (2007) also report that the existing stock of housing is paired

with more valuable land and land accounts for 36% of the value of the housing stock, which

is substantially larger than the 11% share in new housing. In our model, durables trade at

a single price so there is no distinction between the cost of creating new durables and the

value of the stock. We therefore take the mid-point of 11% and 36%, which implies that

payments to land account for 5% of expenditure on durables.

An elastic supply of durable goods is consistent with the small relative price response we

estimate in response to monetary shocks (see Appendix Figure A.3). An elastic supply of

16The government also raises a small amount of revenue from selling land. In steady state this amounts
to 0.5% of GDP. For computational convenience we assume this revenue finances an independent stream of
spending.
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durable goods also finds some support from Goolsbee (1998) and House and Shapiro (2008)

who present evidence on the response of capital goods prices to policies that stimulate

investment demand. House and Shapiro find little evidence of a price response and argue

for a high supply elasticity. Goolsbee argues for less elastic supply in general, but for the

categories of goods that also serve as consumer durables (autos, computers, and furniture)

he finds little price response.17

The slope of the Phillips curve is 0.48. The slope of the Phillips curve is expressed in

terms of the change in annualized inflation for a unit of the output gap per year so one needs

to divide by 16 to compare to a quarterly discrete-time model, which yields a slope of 0.03.

That value is squarely in the middle of empirical estimates (Mavroeidis et al., 2014).

We estimate the monetary policy rule from 1991-2007, since there is no significant trend

in the real rate over this period. This yields ρr = 0.60 (equivalent to a quarterly persistence

of 0.86), φπ = 0.79, φy = 0.75, and ρη = 1.55 (equivalent to a quarterly persistence of

0.68).18 We also estimate the process for the borrowing spread over 1991-2007, which yields

ρrb = 0.63 and is equivalent to a quarterly persistence of 0.85. We set the persistence of

the non-household demand shock ρG = 0.42 equivalent to a quarterly persistence of 0.9. We

deliberately choose a value at the lower end of the persistence spectrum typically estimated

for demand shocks, since a more persistent shock naturally has more persistent effects on

r∗. This is a conservative choice, since we emphasize the prolonged low levels of r∗ after the

Great Recession. Similarly, we set ρg = 0.77 equivalent to a quarterly persistence of 0.83

such that an innovation to productivity achieves 90% of its long-run level within three years.

This speed of convergence strikes a balance between our focus on cyclical developments and

a smooth evolution of potential output.

17An alternative explanation for the muted relative durable price response to monetary policy shocks is
nominal rigidities in the durables sector. Both formulations should have similar implications for durable
demand provided that they generate similar dynamics for relative prices.

18The long-run responses are φπ
ρr

= 1.26 and
φy
ρr

= 1.31. Note that our estimated rule satisfies the

conventional Taylor principle since it is specified in terms of a real rate.
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4.4 Solving the Model

We use the sequence-space approach of Auclert et al. (2019) to solve for the aggregate

dynamics of the economy. The first step in this method is to compute the partial equilibrium

response of aggregate variables to changes in prices and aggregate shocks under perfect

foresight. To do so, we approximate the value functions and policy rules at discrete time

steps as is standard practice (see Achdou et al., 2017). We use quarterly time steps. We then

arrive at a set of partial equilibrium Jacobians in which the (i, j) elements relate changes in

aggregate quantities at a horizon of i quarters to changes in prices or shocks at a horizon

of j quarters. We then translate the partial equilibrium Jacobians of the model into general

equilibrium Jacobians by solving for the endogenous prices that satisfy the market clearing

conditions (10) and (12). See appendix A for details. This procedure assumes that the

economy’s dynamics are linear in the aggregate states but allows for nonlinear policy rules

with respect to idiosyncratic states. The solution is equivalent to the impulse response

functions obtained from a perturbation approach such as the Reiter (2009) method (see

Boppart, Krusell, and Mitman, 2018).

During the Great Recession, the economy hit the ELB, which creates a kink in the

response of the interest rates with respect to the state of the economy. We will incorporate

the ELB with a sequence of monetary news shocks, which captures the effect of the ELB

on the expected path of rates.19 We have also investigated the robustness of our results to

nonlinear aggregate dynamics. We return to both of these issues below.

5 The Monetary Transmission Mechanism

The acceleration of durable purchases in response to monetary policy stimulus implies that

monetary policy shifts demand intertemporally. This feature of the monetary transmission

mechanism is captured by the sequence-space Jacobian of the output gap with respect to

real interest rates. We call it the “monetary transmission matrix” and denote it byM. The

(i, j) element ofM gives the general equilibrium response of the output gap at a horizon of

19Our method of incorporating the ELB through news shocks is an implementation of the method described
by Holden and Paetz (2012).
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i− 1 quarters with respect to news about real interest rates at a horizon j − 1 quarters,

M =


dŶ0
dr0

dŶ0
dr1

. . .
dŶ1
dr0

dŶ1
dr1

. . .
...

...
. . .


where Ŷt = Yt−Ȳt

Ȳt
is the output gap. The discrete-time nature of this matrix reflects the

quarterly time steps on which we approximate the solution of the model. The below-diagonal

elements of M show how the output gap responds to monetary stimulus in the past and

therefore are informative about intertemporal shifting.

To illustrate howM captures the intertemporal shifting of aggregate demand, in the left

panel of Figure 7 we plot columns one, five, and nine of our model’sM multiplied by −0.01.

These show the impulse response function of the output gap to a surprise 1% (annualized)

real interest rate cut that occurs in the current quarter (column 1), four quarters from now

(column 5), and eight quarters from now (column 9). In each case, output expands in the

run-up to the interest rate cut, but once stimulus is removed, output falls below steady state.

The initial increase in output primarily reflects the low user cost of durables. While the real

interest rate falls only at one date, the user cost falls before that date due the anticipated

increases in the relative price of durables. The subsequent decline in output reflects missing

durable demand as durable adjustments are shifted earlier in time.

To show that the intertemporal shifting of aggregate demand is a consequence of durable

demand, the right panel of Figure 7 plots the same columns in a model with only nondurable

goods. The nondurables model contains the same set of ingredients as our full model (e.g.,

idiosyncratic risk, sticky information) but it abstracts from durable consumption. We cal-

ibrate the intertemporal elasticity of substitution, σ−1, to match the peak output effect in

our full model in response to a 1% reduction in the real interest rate that lasts for 9 quarters

(t = 0 to t = 8).20 In this model, the output responses to interest rate cuts are positive at all

horizons so there is no intertemporal shifting. The increasing output effect for more distant

interest rate cuts reflects the fact that more households will have learned of the shock. The

spike in output when the interest rate cut occurs reflects the redistribution from creditors

20The durable share in utility is set to zero, ψ = 0, rendering δ, ξ, f, θ, ν irrelevant. The borrowing limit is
set to −λ times the 25th percentile of durable holdings in our full model. The parameter ρ is set to match
the same net asset to GDP ratio as in the full model. All other parameters are identical to the full model.
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Figure 7: Percentage change in output following a 1% reduction in the real interest rate at
horizons t = 0 (solid line), t = 4 (dashed line), and t = 8 (dotted line). The left panel shows
the effect in the full model, and the right panel shows the effect in the nondurables model.

to debtors (see Auclert, 2019).

Several recent studies explore the role of marginal propensities to consume in amplifying

changes in demand that are directly generated by monetary policy (e.g., Kaplan et al.,

2018; Auclert et al., 2020). While our model does well in matching the aggregate response

of durable expenditure, nondurable consumption, and the extensive margin to monetary

policy shocks (see Section 3), its average marginal propensity to spend is below typical

empirical estimates registering 0.19 per quarter for total expenditure and 0.04 for nondurable

expenditure. The low marginal propensity to spend reflects the fact that households in the

model can easily borrow against the value of their durables. We have found that tightening

the borrowing limit raises the marginal propensity to spend but has little impact on the

intertemporal shifting effects we focus on.

6 Interest Rates During and After the Great Recession

We now turn our attention to the evolution of the real interest rate, r, and the natural rate

of interest, r∗, during and after the Great Recession. The intertemporal shifting effects in

our model imply that interest rate changes are very persistent. The model therefore predicts

that the accommodative monetary policy during the Great Recession will be followed by low
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interest rates for many years.

6.1 The Great Recession Through the Lens of the Model

We use a filtering approach to extract the shocks that account for the aggregate time series

during the Great Recession. We seek to match four aggregate time series from 1991-2019:21

the output gap, Ŷt, constructed using the CBO’s estimate of potential output; the change

in the durable expenditure share (relative to potential GDP), sxt − sxt−1 where sxt = ptxt
Ȳt

; the

demeaned ex-ante real interest rate, rt − r̄, based on the Federal Funds Rate net of average

nondurable inflation from 1991-2007; and the demeaned spread of the 30-year mortgage rate

over the ten-year treasury yield, rbt − r̄b.22

We will extract quarterly aggregates of the innovations to the exogenous processes WZ
t ,

WG
t , Wη

t , and Wrb

t from the data. They correspond to the productivity shock, the non-

household demand shock,23 the monetary policy shock, and the shock to the borrowing

spread.

We use a novel filtering algorithm that we describe in detail in Appendix G. For each of

the shocks, we construct the impulse response functions of {Ŷ,∆sx, r− r̄, rb− r̄b}, which are

reported in Appendix I. We then proceed recursively: at each date t, we create a forecast

for {Ŷt,∆sxt , rt − r̄, rbt − r̄b} based on all the previous shocks we have filtered. We then solve

for the innovations at date t that explain the difference between the data observed at date t

and our forecast. We make use of the assumption that the economy’s dynamics are linear in

the shocks to perform this calculation. Specifically, the forecast for the data is a convolution

of the previous shocks and the impulse response functions and solving for the date t shocks

requires inverting a matrix of the impact response of each data series with respect to each

shock. We initialize this procedure in 1991 assuming the economy is in steady state. The

21We chose 1991 as a starting date for three reasons. First, it is sufficiently distant from the Great Recession
that the initial state of the economy should have little effect on the dynamics of the economy during the
Great Recession. Second, the real rate displays no trend from 1991 through 2007, which side-steps issues for
how to detrend the real rate. Third, the persistence of inflation is small and statistically insignificant after
1991, and this is a key input the determination of nondurable inflation expectations and thus the ex ante
real rate. (The persistence is much higher before 1991.)

22We demean the series using the mean from 1991-2007, so as to not incorporate the downward-trend in
the real rate during the Great Recession.

23In this section, we label the government spending shock “non-household demand shock” since its role is
to account for the residual output gap that cannot be explained by the shocks to households.
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specific initialization date has negligible effects on the shocks we filter during the Great

Recession. This filtering method is equivalent to the Kalman filter (and also the Kalman

smoother) given that there is no measurement error and the initial state is known with

certainty (see Appendix G). The benefit of this approach to filtering is that it relies only

on impulse response functions and does not require a state transition matrix, which is not

readily available for a heterogeneous agent model in which the state includes a distribution.

The ELB was an important constraint on monetary policy during the Great Recession,

and we explicitly incorporate it into our filtering procedure. In measuring the ex ante short-

term real interest rate, we assume expected inflation is constant. Given this assumption,

the ELB on the Federal Funds rate directly translates into an effective lower bound for

the ex ante real rate, r ≥ r = −2.5.24 As the measured real interest rate never violates

this constraint, our filtering algorithm naturally imposes it through realizations of monetary

policy shocks. However, as these shocks are expected to dissipate over time, it is possible

for the expected path of rates to violate the constraint. To ensure this does not happen, we

incorporate monetary news shocks. At any point in time t for horizon h ≥ 1 we calculate the

extent to which the path violates the ELB, Etrnewst+h = max{r−Etrt+h, 0}. We then introduce

{Etrnewst+h }Hh=1 as news shocks about the future path of the real interest rate. Because the

monetary news shocks affect the variables we target, {Ŷt,∆sxt , rt − r̄, rbt − r̄b}, we must also

update our inference on the other shocks. The updated set of shocks and the monetary news

shocks imply a new forecasted path for the real rate. We again check whether it violates the

ELB. If it does, we keep iterating on this procedure until the ELB constraint is satisfied.

The shocks are uniquely identified as they imply very different impulse response functions

for {Ŷ,∆sx, r − r̄, rb − r̄b}. A permanent decline in productivity causes a durable overhang,

with a large reduction in durable spending, a negative output gap, and a reduction in the

real rate as the central bank accommodates. A negative non-household demand shock causes

a negative output gap along with an increase in durable spending to potential GDP as

accommodative monetary policy stimulates durable expenditure. A contractionary monetary

policy shock causes a negative output gap and reduces durable spending relative to potential

24The bound is equal to the ELB on the Federal Funds rate, equal to 0.15%, net of the average nondurable
inflation from 1991-2007, which is equal to 2.65%.
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GDP, accompanied by an increase in the real rate. Finally, a shock to the borrowing spread

is easily identified as it is the sole source of variation in rb. This spread can account for

a divergence between interest rates on Treasuries and household debt due to, for instance,

convenience yield.

In Figure 8 we plot the filtered shocks scaled by their impact on the contemporaneous

output gap. Our procedure identifies large negative productivity shocks during the Great

Recession owing to the persistent weakness in durable spending along with low real interest

rates. A permanent decline in productivity is akin to an overbuilding shock in the sense

that the economy now has more durables than it would like. With some delay our filter

also identifies a fall in non-household demand as the productivity shocks are not sufficient

to explain the decline in the output gap. While borrowing spread shocks are prevalent in

the run-up to the financial crisis they have little effect on the output gap.25 Monetary policy

shocks tend to be slightly positive throughout the Great Recession, as the other shocks

predict a decline in real interest rates that is not feasible due to the ELB constraint.

6.2 The Slow Normalization of Rates after the Great Recession

Figure 9 shows our main result: our model predicts a very slow normalization of interest

rates after the Great Recession. We plot the model’s forecast of the real interest rate against

the data. To construct the figure we use the filtered shocks up to 2012Q4 and then use

the model to forecast real interest rates through 2019Q4. The model predicts that the

ELB will continue to bind until 2015Q4, when lift-off did in fact occur. Even after lift off,

the normalization occurs slowly. The model predicts the real interest rate will remain 2.7

percentage points below steady state in 2017Q4 and 1.8 percentage points below steady state

in 2019Q4, which closely tracks the interest rate path that came to be realized. The model

fits the real interest rate exactly up to 2012Q4 by construction because it is one of the series

we match in our filtering. We use the beginning of 2013 as a benchmark for our forecasts

25The spread between mortgages rates and Treasuries only displayed a short-lived spike. This contrasts
with the behavior of convenience yields, as measured by the spread between corporate bonds and US Trea-
suries, which were particularly elevated in the years following the Great Recession (e.g. Del Negro et al.,
2017). The decline in real interest rates faced by households during and after the Great Recession implies
factors beyond convenience yields are needed to explain the low level of policy rates over this period.
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Figure 8: Aggregate shocks filtered from the output gap, the real interest rate, the change in
durable spending as a fraction of potential output, and the mortgage-Treasury spread. The
shocks are scaled based on their contemporaneous effect on the output gap.

because the taper tantrum of May 2013 reflected the first intentions of the Federal Reserve

to begin the tightening cycle. But the model predicts a very persistent ELB episode even

early on in the Great Recession.

According to our simulation, cyclical factors occurring before 2013 generate the persis-

tently low levels of interest rates during and after the Great Recession and the late lift-off of

interest rates in December 2015. This suggests that one does not need to appeal to secular

forces, such as demographics, to explain the behavior of real interest rates over this period.

The intertemporal shifting of durable demand in the model is key to the slow normaliza-

tion of real interest rates following the Great Recession. One way to show this is the following

thought experiment: what would have happened if the monetary transmission mechanism in

the model worked just as the monetary transmission mechanism in the nondurables model?

To implement this experiment, we replace theM matrix in the full model with theM matrix

from the nondurables model described in Section 5. We then filter the data and produce a

new forecast for the real interest rate after 2012Q4. Figure 9 shows that the nondurables

M matrix predicts a much more rapid normalization of real interest rates.26 This is because

26The results are very similar if we instead use the entire nondurables model for filtering and producing
the real rate forecasts. We prefer to isolate the contribution of the M matrix as using the full nondurables
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Figure 9: Real interest rate from the model (forecasted after 2012Q4), and ex-ante real
interest rate in the data. The dotted horizontal line is the steady state real interest rate,
equal to 1.5%.

under the nondurables M matrix, monetary policy does not need to keep interest rates low

to counteract intertemporal shifting effects from past monetary stimulus.

6.3 Definition of r∗ and the Role of Intertemporal Shifting

As we show next, the slow normalization of real interest rates in the model reflects a slow

normalization of the natural rate of interest, r∗. The natural rate normalizes slowly primarily

because low interest rates themselves reduce future demand thereby bringing about low

interest rates again in subsequent periods and propagating low rates forward in a circular

fashion.

We define r∗ as the real interest rate that is consistent with a zero output gap. To

implement this definition we must account for the fact that the current output gap depends

not just on the contemporaneous interest rate but also on expectations of future real interest

rates. Therefore, at date t we seek a path for real interest rates going forward that is

consistent with a zero output gap at t and an expectation that the output gap will remain

zero going forward.

model requires us to also change the filtering procedure as that model cannot be used to interpret data on
durable expenditure.
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The sequence space allows for a convenient method to solve for r∗. Define
~̂
Yt ≡ (Ŷt,EtŶt+1,EtŶt+2, · · · )′

as the vector of time t forecasts of output gaps at all future dates, ~rt ≡ (rt − r̄,Etrt+1 −

r̄,Etrt+2 − r̄, · · · )′ as the vector of time t forecasts of real interest deviations at all future

dates, and define ηt ≡ (gt, Gt − Ḡ, rbt − r̄b)′ as the vector of exogenous stochastic processes.

In Appendix H we show using a first order approximation around steady state that

~̂
Yt =M~rt +Qηt +D(Φt − Φ̄), (14)

where Φt is the distribution of households over idiosyncratic states. In this context, Φt can be

interpreted as a vector that gives a discrete representation of the distribution as in the Reiter

(2009) method of solving heterogeneous agent models. M is the monetary transmission

matrix we introduced in Section 5 in which the (i, j) element gives the sensitivity of the

output gap at horizon i − 1 to real interest rate changes at horizon j − 1. The matrix

Q contains the impulse response functions of shocks to η on the output gap, with the kth

column corresponding to the kth shock and row i corresponding to horizon i−1. The impulse

responses in Q are calculated under the assumption of no change in real interest rates. The

matrix D captures how changes in the distribution of idiosyncratic states affect the output

gap.

~r∗t is defined as the vector that sets
~̂
Yt = 0. Using equation (14) we have

~r∗t = −M−1
(
Qηt +D

(
Φt − Φ̄

))
. (15)

~r∗t is a function of the state of the economy—as is clear from the equation above—and the

past behavior of real interest rates affects ~r∗t through the distribution of individual states Φt.

In Appendix H we show that we can compute r∗ using the matrices M and Q as well

as the filtered shocks and real rate expectations, assuming that we start in steady state at

t = 0,

~r∗t =−
t−1∑
k=0

M−1
[1+t−k..,1+t−k..]M[1+t−k..,1..t−k]

Ek

rk
...

rt−1

− Ek−1


rk
...

rt−1




−
t∑

k=0

M−1
[1+t−k..,1+t−k..]Q[1+t−k,..]

[
Ek (ηk)− Ek−1 (ηk)

]
. (16)
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Importantly, we do not need to infer the high-dimensional state from the data to compute r∗.

We do assume that we start in steady state at t = 0, but the importance of this assumption

vanishes over time. In particular, making this assumption in 1991 has negligible consequences

for our inference about r∗ during the Great Recession.

To understand the intuition behind equation (16), start with the second term that involves

the surprise in the exogenous processes ηk and set k = 0. The matrix Q[1+t,..] tells us how

a shock at time 0 affects the output gap from time t onward. The operation −M−1
[1+t..,1+t..]

then determines how interest rates from t onward must move to close this output gap. We

repeat this idea for all shocks that have occurred from date 0 to date t and sum the implied

interest rate movements. This is the contribution of the fundamental shocks to r∗ at date t.

The first term in equation (16) is the contribution of intertemporal shifting. It captures

how past interest rate movements affect r∗ going forward. To understand the intuition, again

start with k = 0. The term in square brackets tells us the news about the real rate path up

to t− 1 that arrived at date 0.27 TheM[1+t..,1..t] matrix multiplying this term converts these

news into changes in the output gap for time t onward. And the −M−1
[1+t..,1+t..] operation

then determines how interest rates from t onward must move to close these output gaps.

The sum then adds up all these intertemporal shifting effects from past real rate news.28

Equation (16) shows that the below-diagonal elements ofM determine the importance of

intertemporal shifting. In our model, these elements are positive because lower real interest

rates today borrow aggregate demand from the future. In a standard New Keynesian model

these elements are zero, as past interest rates have no effect on the current or future output

gaps. In DSGE models with higher-order adjustment costs these elements can even be

negative, as stimulating investment today reduces the cost of investment tomorrow.

27News occur either because the real rate itself is subject to an exogenous shock or because it responds
endogenously to one of the other shocks.

28In DSGE models, r∗ is often defined in terms of a flexible-price equilibrium. In our equation (16) this
corresponds to past interest rates being set equal to the natural rate of interest,

Ek

( rk
...

rt−1

)
= Ek

 r∗k
...

r∗t−1

 .

In contrast, we compute r∗ based on the realized and expected real interest rate path at each date.
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Figure 10: Time series of the short-term natural rate of interest (left panel) and the 5-
year natural rate of interest (right panel). The dashed black line shows the contribution of
intertemporal shifting effects of previous real interest rates to r∗. Forecast as of 2012Q4.
The dotted horizontal line is the steady state real interest rate, equal to 1.5%.

6.4 r∗ During and After the Great Recession

The shocks that occurred during the Great Recession imply a substantial and very persistent

decline in the natural rate of interest, which drives the model’s forecast of low real interest

rates. In the left panel of Figure 10 we plot the short-term natural rate of interest implied by

our model—that is the first element of ~r∗t for each date t. There is a sharp fall in r∗ in 2008

and 2009. This collapse in r∗ is not surprising as there was indeed a large negative output

gap despite low interest rates. The key result in the figure is that r∗ recovers very gradually

after the recession. In 2015Q4, when the federal funds rate lifted off from the ELB, r∗ is

forecast to be 3.9 percentage points below steady state. Even in 2019Q4, r∗ is 1.9 percentage

points below steady state.

(S, s) models can generate nonlinear dynamics that make durable expenditure more sen-

sitive to stimulus in a boom than in a recession (e.g. Berger and Vavra, 2015). In Appendix

J, we investigate the sensitivity of our results to nonlinear aggregate dynamics such as this.

From this investigation we conclude that our analysis may understate the decline in r∗ during

the Great Recession, but the nonlinearities do not have important effects for the medium-run

forecasts of r∗ that are our main results.
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The figure plots the contribution of intertemporal shifting to r∗. In 2015Q4, intertemporal

shifting accounts for 2.6 percentage points of the decline in r∗. By the end of the forecast

period, nearly all of the decline in r∗ predicted by the model is due to intertemporal shifting.

The contribution of intertemporal shifting is nearly constant from 2009 through 2019 for

two reasons. First, because of the zero lower bound constraint, the real interest rate path is

also almost flat over much of this period and this determines the amount of intertemporal

shifting. Second, even after lift off, the model predicts a gradual normalization of interest

rates so the contribution of intertemporal shifting only recedes gradually.

In the right panel of Figure 10 we show the 5-year r∗, computed from expectations of

short-term rates using the expectations hypothesis. The 5-year r∗ displays a corresponding

large drop and slow normalization. The 5-year r∗ is 2.7 percentage points below steady state

in 2015Q4 and 1.2 percentage points below steady state in 2019Q4. Intertemporal shifting

largely accounts for the very persistent behavior of these long-term rates.29 Thus, our model

also predicts that medium to long-term rates are significantly impacted by intertemporal

shifting long after the end of the Great Recession. These results show the decline in real

interest rates during the Great Recession were themselves a key reason that r∗ remained low

in subsequent periods.

In Figure 11, we decompose the path for the short-term natural rate of interest into

contributions from each shock. The red dashed line shows that the real interest rate must

fall by almost 7 percentage points to offset the effect of the productivity shock on the output

gap. This calculation incorporates both the direct effects of the productivity shock as well

as the intertemporal shifting effects from offsetting past productivity shocks. As Figure 11

shows, the productivity shock is particularly important in explaining the persistently low

level of r∗. This is because the productivity shock causes persistent weakness in aggregate

demand as households adjust to a lower durable stock. Persistent weakness in demand leads

to persistently low interest rates, which in turn generate persistent intertemporal shifting

effects leading to continued low real interest rates.

Due to the binding ELB, real interest rates did not decline as much as r∗ did. With less

29To compute the intertemporal shifting contribution to an H-horizon long-term rate, we solve for the
intertemporal shifting contribution to the short rate at t, t + 1, ..., t + H and average them in accordance
with the expectations hypothesis.
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Figure 11: Time series of the short-term natural rate of interest implied by each shock. The
blue line is the level of r∗, the red line is the level of r∗ implied by the productivity shock,
the cyan line the is the level of r∗ implied by the non-household demand shock, the black
line is the level of r∗ implied by the borrowing spread shock, and the magenta line is the
level of r∗ implied by the monetary policy shock and the effective lower bound. Forecasts as
of 2012Q4.

monetary accommodation in the recession, there were weaker intertemporal shifting effects

leading to a higher path of r∗. The magenta line in Figure 11 shows the contribution to r∗

from past monetary policy that was tighter than r∗.

This figure shows that the nature of the shocks causing a recession can be an important

determinant of the future evolution of r∗. A drop in the desired durable stock, such as

the one caused by the productivity shock, can cause a persistent decline in r∗. In contrast,

recessions induced by tight monetary policy will be followed by an above-normal natural real

rate of interest as durable demand shifts into the future.

7 Conclusion

We develop a fixed-cost model of durable consumption demand that is suitable to analyze

the monetary transmission mechanism. The model is broadly consistent with both the

microeconomic lumpiness of durable adjustments while at the same time consistent with the

aggregate response of the economy to changes in interest rates.

Our model predicts that real interest rates will remain low for many years following the

Great Recession in line with the realized path of real interest rates. While secular forces
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may well explain the decline of real interest rates starting in the 1980s, our model provides

an alternative explanation for the particularly low interest rates in the 2010s.

The persistence of real interest rates in the model reflects intertemporal shifting of de-

mand for durables. Low real interest rates shift the adjustment thresholds for durables,

which induces households to pull forward durable adjustments. As these durable purchases

are missing in subsequent periods, interest rates must be kept low to sustain aggregate de-

mand. In this manner, intertemporal shifting effects lead to a slow normalization of r∗

following the Great Recession.

The view we put forward here, in which r∗ responds quite strongly to changes in monetary

policy, contrasts with the neo-Wicksellian paradigm, in which r∗ is generally considered

to be independent of monetary policy. One implication of our analysis is that monetary

accommodation has a side effect of reducing r∗ towards the lower bound implied by the ELB

thereby reducing future policy space. While our analysis focuses on a positive description

of the economy, the intertemporal shifting of demand we highlight may have important

implications for optimal monetary policy.
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Floden, M. and J. Lindé (2001): “Idiosyncratic risk in the United States and Sweden:
Is there a role for government insurance?” Review of Economic dynamics, 4, 406–437.
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ONLINE APPENDIX

A Computational Appendix

We solve the model building on the methods described in Achdou et al. (2017).

A.1 Steady state

Define k = a+ λ(1− f)pd as the distance from the borrowing limit. Construct tensor grids

over the state variables (k, d, z). Then the steady state policy function is constructed as

follows:

1. Start with an initial guess of the value function v(k, d, z) and the value conditional on

making an adjustment v∗(k, d, z).

2. Solve for the optimal consumption and saving decisions when not adjusting. Compute

vk both as a forward difference vfk and as a backward difference vbk. At the boundaries

of vfk and vbk impose that the drift of k is zero. Invert vk(k, d, z) = Uc(c, d) to solve for

cf (k, d, z) and cb(k, d, z), and the corresponding drift of k, sf (k, d, z) and sb(k, d, z).

Finally, let c0(k, d, z) be the consumption consistent with zero drift. Pick among the

candidates based on the following rule:

(a) If sf < 0 and sb < 0 pick cb, sb.

(b) If sf > 0 and sb > 0 pick cf , sf .

(c) If sf < 0 and sb > 0 pick c0, s0.

(d) If sf > 0 and sb < 0 pick the candidate that yields a larger value for the Hamil-

tonian.

Using the solution, compute the felicity function u(c, d).

3. Construct the transition matrix A based on the endogenous drifts of k and the exoge-

nous drifts and shocks to d, z. See Achdou et al. (2017) for details.

4. The HJB equation can now be written as min{ρv − u − Av, v − v∗} = 0, and solved

using an LCP solver for v. We use Yuval Tassa’s solver http://www.mathworks.com/

matlabcentral/fileexchange/20952.
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5. Compute optimal choice of d′ conditional on adjusting and the corresponding v∗ =

maxd′ v(k′, d′, z), where k′ = k + (1− f)(1− λ)pd− (1− λ(1− f))pd′.

6. Repeat steps 1-5 until convergence.

7. To obtain the steady state distribution, convert the policy functions for k′ and d′

conditional on an adjustment to index form. Fractions of an index determine the

weights we assign to each index.

8. Create a matrix Cnoadj = A − diag(θ). Then set all the columns in Cnoadj that corre-

spond to adjustment points to zero. Define Aadj = A − Cnoadj. This matrix contains

the mass at adjustment points that needs to be reallocated to the nodes of the optimal

k′, d′. We assign this mass to the nodes surrounding k′, d′ based on the index fractions

in the previous step. This yields a matrix of adjustments Cadj. The transition matrix

is then C = Cnoadj + Cadj.

9. Solve 0 = CΦ for the steady state distribution Φ.

A.2 Jacobians

The kth column of the Jacobians hold the impulse response function with respect to a shock

k − 1 periods in the future. The dimension of the Jacobian described here will be T × T .

The procedure largely follows Auclert et al. (2019) but we need to compute the Jacobian

numerically since our model features non-differentiable policy rules.

1. Start with a shock T periods in the future and solve the policy function backwards, by

repeating steps 1-5 given the terminal condition vT+1 = v. Each iteration reduces t by

dt. Continue until t = 0 is reached.

2. Take the whole sequence of policy functions from v0 to vT . Repeat steps 7-8 for

each period of the IRF and record outcomes for each period. This yields the IRF for

the last column (T) of the Jacobian. Note that the initial distribution Φ0 requires a

modification if p0 6= 1. The distribution of k needs to shift since k = a− λpd and a, d

are fixed in that instant.

3. For each t, if the adjustment thresholds change, then all the mass in Φt that is in

the new adjustment region must be immediately shifted to its new location using the
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procedure in step 8. Call the new distribution Φ̂t. Then compute Φt+dt = Φ̂t+CtΦ̂t dt.

Repeat this step until t = T .

4. Repeat the previous two steps using the sequence of policy functions for vk to vT

followed by k− 1 periods of the steady state policy function vT+1. This yields the IRF

for the T − k column.

5. Conduct this procedure for a shock to G, p, Y , r, rb.

6. For the productivity shock only the initial distribution gets rescaled, so there is no

need to compute a policy function backward.

A.3 General Equilibrium

Following Auclert et al. (2019) we compute the partial equilibrium Jacobians for all outcome

variables given news at time 0 to one-time deviations to rs, r
b
s, Gs, Ys, ps, with rows corre-

sponding to the quarter in which the outcome is measured and columns corresponding to

periods in which the deviation occurs. Since we express the model variables relative to pro-

ductivity Zt, the productivity shock causes a rescaling of the initial aggregate distribution,

which we capture by a Jacobian with a single column. Using matrix algebra we can then

solve for the impulse response functions in general equilibrium by incorporating the per-

sistence of exogenous variables and the necessary endogenous price and income movements

that satisfy (10) and (12).

B Estimation

The data selection and estimation strategy largely follows Berger and Vavra (2015).

B.1 Data

Observables. We use PSID data from 1999 through 2009. Our set of observables from

the PSID, Zdata
it , are net liquid assets ait, the value of the durable stock dit, and annualized

consumption expenditures over the following wave c̄i,t,t+2.
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Real nondurable consumption is nominal nondurable consumption in the PSID deflated

by the BEA price index for nondurables (NIPA table 1.1.4). Nominal nondurable consump-

tion is the sum of food expenditures, utility expenditures, home insurance, transportation

expenditures, property taxes, health expenditures, child care expenditures, and education

expenditures. We exclude any loan or lease payments from transportation expenditures to

align the definition of nondurables with our model.

Real durable holdings are the sum of real house values and real vehicle values. Real

house values are reported nominal house values deflated by the OFHEO national house price

index. For renters we convert rent to a house value using the national house-to-rent ratio from

Davis et al. (2008) available at http://www.aei.org/housing/land-price-indicators/.

The PSID records the net wealth of up to three vehicles per household. We sum these values,

add total vehicle debt (detailed below), and deflate the sum with the BEA price index for

motor vehicles (NIPA table 1.2.4).

Real liquid asset holdings are the sum of cash and deposit holdings, stock holdings, and

bond holdings, deflated by the nondurables price index.

We construct net real liquid assets by subtracting real debt from housing and vehicles.

Mortgage debt is directly reported and we deflate it using the nondurables price index. We

construct existing vehicle debt from the initial loan amount on all three cars and subtract

the number of payments made times the average payment amount. In less than 1% of cases

this results in a negative debt value, in which case we set vehicle debt to zero.

Housing adjustments come from either moving or a significant addition or repair. The

PSID records the month and year of the most recent move since either the last interview

(pre-2003) or since January two years ago. If a move is recorded and the move falls after the

previous interview, then we code it as a housing adjustment for the current wave; otherwise

it is an adjustment in the previous wave. When the move falls in the month of the interview

we break the tie based on whether the interview was in the first or second half of the month.

For significant additions and repairs we record them as housing adjustments in the wave

that they are reported.

Car adjustments are set to one if any one of the three reported cars has been acquired

since the previous wave. This is the case if the most recent car’s acquisition date is after
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the previous wave’s interview date, or (if there is insufficient information using the date) a

new car has been acquired less than three years ago and it was not reported in the previous

wave. We weight a housing adjustment by 0.9 and car adjustments by 0.1.

Sample selection. We only keep head of households since the data is reported at the

household level. We drop heads of households 21 and younger, as well as households present

for fewer than 3 waves. This selection helps with the estimation of household fixed effects.

We drop households with zero durable holdings, or those with missing information on any

variable. We winsorize all variables at the 5th and 95th percentile. The sample weight is the

household weight in the PSID.

Household fixed effects. We demean durable holdings by the households average durable

holdings over the sample. This accounts for permanent differences in tastes for durables

across households, which are not part of the model. We also divide nondurable consumption,

liquid asset holdings, and real debt holdings by a household’s average nondurable consump-

tion over the sample. This helps account for permanent differences in income, which are

again not part of the model.

Consistency with national aggregates. We divide all variables by average nondurable

consumption in the sample. We then multiply each scaled variable (durables, liquid assets,

debt) by a factor so that the sample average aligns with national aggregates from the fixed

asset tables (durable-to-nondurable-consumption ratio) and the flow of funds (liquid-asset-to-

nondurable-consumption and debt-to-nondurable-consumption). The rescaling is necessary

because the PSID collects data for 72% of nondurable expenditures on average (Li et al.,

2010). Further, households appear to overestimate the value of their vehicles (Czajka et al.,

2003).

B.2 Estimation Algorithm

1. Pick a given intensity of match quality shocks θ. Calibrate the discount rate ρ, the

fixed cost f , and the preference for durables ψ to match the targets for net assets, the

probability of adjustment, and the durable-stock-to-nondurable-consumption ratio.

2. Forecast the probability of adjustment P (a, d, y) over the next two years. Also forecast

50



the average nondurable consumption expenditure c̄ for each initial state (a, d, y) over

the next two years. From the latter we obtain a steady-state distribution G(a, d, c̄).

3. Regress the optimal durable stock d∗ in the model on a, a2, d, c̄, d/c̄ weighted using the

steady-state distribution. The vector of estimated coefficient is β.

4. Add measurement error to the model variables a, d, c̄ using three independent Gaussian

quadratures. This yields a new distribution Ĝ(a, d, c̄) which includes measurement

error.

5. Compute gaps ω = d∗−d for each point in the distribution Ĝ. Integrating over ω using

Ĝ yields the pdf f(ω) in the model. Similarly integrating the probability of adjustment

P (a, d, y) over ω using Ĝ yields the hazard rate h(ω) in the model.

6. In the data combine reported a, d, c̄ and our estimates β to predict d∗ and the durable

gap ω = d∗ − d. Use the sample weights to compute f(ω) and the adjustment hazard

h(ω).

7. Compute loss function L =
∑

ω w(ω)[|fmodel(ω) − fdata(ω)| + |hmodel(ω) − hdata(ω)|]

where the weight is w(ω) = 1
4
(fmodel(ω) + fdata(ω))(hmodel(ω) +hdata(ω)). This weight-

ing function attaches more weight to bins the greater the fraction of adjustments ac-

counted for by that bin. Conversely, we attach little weight to regions in which both

model and data predict few adjustments.

8. Repeat steps 4,5, and 7 using a range of values for the standard deviation of the

measurement error. Then pick the value that results in the smallest loss in 7.

9. Repeat steps 1-8 using a range of values for θ. Pick the θ with the smallest loss in 8.

10. To construct standard errors, sample 1000 new datasets with replacement from the

original dataset. Repeat steps 6 and 7 for each dataset, record the loss-minimizing

value for θ and the associated density and hazard function from both data and model.

Figure A.1 displays the density of gaps at our estimated parameters.
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Figure A.1: Density of the durable gap ω = d∗ − d, where d∗ is the optimal durable choice
conditional on adjusting and d the initial durable stock. Shaded areas are 95% confidence
bands.

C Data Appendix

C.1 Variables for Impulse Response Functions

In this section we detail how we construct the variables for the empirical impulse response

functions to monetary policy shocks in Figures 2, 3 and 4 of Section 3. We obtained the

data from the the St Louis Fed FRED database. The variable identifiers are listed in Table

2.

To construct real durable and nondurable expenditure, we proceed as follows. The prob-

lem is one where we have two components of nominal expenditure Yt = X1t + X2t (e.g.,

durable expenditure equals consumer durables plus residential investment), and their re-

spective price indices P1t and P2t. We want to construct the price index Pt for Yt.

We first construct the growth rate of nominal spending, ∆yt = ∆ ln(Yt) = ln(Yt) −

ln(Yt−1), and of the price indeces, ∆p1t and ∆p1t. Define the share of good 1 in nomi-

nal expenditure, s1t = X1t

Yt
. Then the growth rate of the aggregate price index is ∆pt =

s1,t−1∆p1t + (1− s1,t−1)∆p2t, from which we can construct the aggregate price index Pt. The

growth rate of real expenditure is ∆yt − ∆pt, from which we can construct aggregate real

expenditure. We convert all real expenditure to per capita by dividing by population.
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Variable Name FRED Series Code

Population B230RC0Q173SBEA

Income (GDP) GDPC1

Federal Funds Rate FEDFUNDS

Consumer Durable Expenditure PCDG

Residential Investment PRFI

Consumer Nondurable Expenditure PCEND

Consumer Service Expenditure PCES

Consumer Housing Services Expenditure DHSGRC0

Durable Price Index DDURRD3Q086SBEA

Residential Investment Price Index B011RG3Q086SBEA

Nondurable Price Index DNDGRG3M086SBEA

Services Price Index DSERRG3M086SBEA

Services Price Index: Housing DHUTRG3Q086SBEA

Consumer Expenditure: Motor Vehicles DMOTRC1Q027SBEA

Motor Vehicles Price Index DMOTRG3Q086SBEA

House Price Index USSTHPI

Residential Investment: Permanent Site A943RC1Q027SBEA

Residential Investment: Other A863RC1Q027SBEA

Residential Investment Price Index: Other A863RG3Q086SBEA

Table 2: Variable names and FRED series code.

For the price series of residential investment and consumer services we make specific

modifications. We separate residential investment into investment into new structures and

other residential investment. For investment into new structures we use the FHFA national

house price index to capture changes in the price of land as well as the price of the new

structure. For other residential investment we use the associated price index from the BEA.

The weights are based on nominal expenditures in new residential structures and other

residential investment and calculated as above.

For consumption of services we remove housing services because housing services in the

model are obtained from durables and not counted in Ct. To do so we follow the same

procedure as above for the housing and non-housing component of services. But rather than

adding, we subtract the housing component, Yt = X2t−X1t. The share of rent in nondurable

expenditure is s1t = −X1t

Yt
. With these two modifications, we can calculate real expenditure

and the price index as above.

The relative price series for durables is the price of durables divided by the price of

nondurables and services. The real interest rate is defined in terms of nondurables. It is the
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federal funds rate net of realized nondurable inflation over the next four quarters.

C.2 PSID: Housing Adjustment Probability

We use the Panel Survey of Income Dynamics (PSID) to construct a time series for the

probability of housing adjustments. We use data from 1969-1997 when the survey frequency

is annual. We keep only people who are heads of household and those who are in the Survey

Research Center (SRC) sample.

We use the moved since spring series to create a record of adjustments. If moved since

spring is true, we record an adjustment for that year. If moved since spring is false, we

record no adjustment for that year.

Following Bachmann and Cooper (2014), we set values to missing if the observation

does not have a tenure status or is lag does not have a tenure status. For example, if their

observation is in the year 1992, we will set the adjustment series to missing if we do not know

whether the head of household was owning or renting in either 1991 or 1992. We create a

time series of the probability of adjustment by aggregating the panel using the family weight.

C.3 CEX: Car acquisition probability

We use the consumer expenditure (CEX) survey from 1980-2017 to construct a quarterly time

series of the probability of a household acquiring a car or truck (used or new). We download

pre-compiled files from the BLS for 1996 onwards and earlier raw files from ICPSR. We clean

the micro-data files following Coibion et al. (2017).

In the expenditure files we sum the UCC codes 450110 (new cars), 450210 (new trucks),

460110 (used cars), 460901 (used trucks). All expenditure series are net of trade-in value.

This definition aligns with the BEA definition of motor vehicle expenditure. Using the

household weights, total motor vehicle expenditure implies by the CEX tracks BEA personal

consumption motor vehicle expenditure very well.

We construct the probability of adjustment by setting an indicator equal to 1 whenever

a household’s motor vehicle expenditures are positive, and aggregating the indicator using

household weights.
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D Robustness of Impulse Response Functions

In each plot of Figure A.2 we compare our baseline impulse response function for GDP (blue

line) against an alternative specification (red line). In Figure A.2a we drop the deterministic

trend. This helps allay concerns that we are biasing the model towards stationarity (Sims,

1996). In Figure A.2b we include only four lags of the dependent variable and the monetary

shock (vs 16 in the baseline) to address concerns that we may overfit the data. And in

Figure A.2c we restrict the sample to the post-Volcker period, 1984-2016. Due to the shorter

sample we reduce the lag length to four in that last case. For each of these three alternative

specifications, the estimated response is close to our baseline estimates both in economic

and statistical terms. In particular, all alternative specifications display an initial increase

in GDP and subsequent reversal.

E Impulse Response Functions for rt and pt

We estimate the impulse response of the real interest rate in terms of nondurable goods,

rt and the relative durable price, pt to a Romer-Romer monetary policy shock. For these

impulse responses we make use the equivalence result from (Plagborg-Møller and Wolf, 2019)

who show that VARs and local projections yield the same impulse response up to the horizon

of included lags (16 quarters in our case). The benefit of using a VAR is that it generates

smoother impulse responses beyond 16 quarters, which is useful when feeding these paths

into the household decision problem in Section 3. Other than generating smoother response

beyond 16 quarters, the impulse response functions estimated by the VAR are very similar

to impulse response functions estimated by local projections.

We estimate two bivariate VARs, in which the monetary shock is ordered first. The second

variable is respectively the real interest rate and the change in the relative price of durables.

The VAR also includes a time-trend and the standard errors are block-bootstrapped and

bias-corrected following Kilian (1998). Figure A.3 plots these impulse response functions.
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Figure A.2: Robustness of the impulse response function for GDP estimated in Section 3.
The blue line depicts the baseline specification and the red line the alternative specification.
Dashed lines are 95% confidence intervals. In panel (a), the alternative specification drops
the deterministic time trend. In panel (b), the alternative specification includes four lags of
the dependent variable and the monetary policy shock (as opposed to 16 in the baseline).
In panel (c), the alternative specification is estimated over 1984-2006 and with four lags.

Figure A.3: Impulse response function of the real interest rate in terms of nondurables (left
panel) and the relative durable price (right panel) to a Romer-Romer monetary policy shock.
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F Details of the General Equilibrium Model

F.1 The Labor Market

The labor demand curve of each labor type j is,

ljt = Lt

(
Wjt

Wt

)−ϕ
where the aggregate wage is equal to

Wt =

(∫ 1

0

W 1−ϕ
jt dj

) 1
1−ϕ

.

The union’s problem can be stated in terms of piece rates W̃jt = Wjt/Zt

max
{µjt}

∫ ∞
t=0

e−ρt
∫ 1

0

[
uc(cit, sit)

W̃jtZt
Pt

ljtzit − Ωtv(ljt)−
Ψ

2
ΩtLtµ

2
jt

]
di dt

subject to

dln W̃jt = µjt dt

ljt = Lt

(
W̃jt

W̃t

)−ϕ
.

Using the definition of Ωt, we can rewrite the objective as

max
{µjt}

∫ ∞
t=0

e−ρtΩt

[
W̃jt

Pt
ljt − v(ljt)−

Ψ

2
Ltµ

2
jt

]
dt

To analyze the union’s problem, treat qjt ≡ ln W̃jt as the state and µjt as the control. The

Hamiltonian is

H = Ωt

eqjt
Pt
Lt

(
eqjt

W̃t

)−ϕ
− v

Lt(eqjt
W̃t

)−ϕ− Ψ

2
Ltµ

2
jt

+ λjtµjt,

where λjt is the co-state. The necessary conditions for optimality are

λjt = ΨΩtLtµjt

dλjt − ρλjt dt = −(1− ϕ)Ωt
W̃jt

Pt
ljt dt− ϕΩtv

′ (ljt) ljt dt.
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Imposing symmetry and the relationships Pt = W̃t and Yt = ZtLt yields the nonlinear

Phillips curve

dπt =

[
ρ dt− dYt

Yt
− dΩt

Ωt

]
πt −

(ϕ− 1)

Ψ

[
ϕ

ϕ− 1
v′ (Lt)− 1

]
dt.

Linearizing around a zero inflation steady state in which L̄ = v′−1
(
ϕ−1
ϕ

)
and Ȳt = ZtL̄ yields

dπt = ρπt dt− ϕ

Ψ
v′(L̄)η

(
Yt − Ȳt
Ȳt

)
dt,

where 1/η is the Frisch elasticity. Letting κ = (ϕ−1)η
Ψ

gives (9).

F.2 Market Clearing

Nondurables market clearing:

Yt =

∫ 1

0

cit di+Mt +Gt + (rbt − rt)
∫ 1

0

aitI(ait<0) di.

Durable goods market clearing:

Xt =

∫ 1

0

(
ddit
dt
− δdit

)
di+ f

∫ 1

0

Id′it 6=ditdit + ν

∫ 1

0

dit di.

Bond market clearing: ∫ 1

0

ait di = At.

G Data Filtering Using the MA Representation

In this appendix we implement a restricted version of the Kalman filter to recover aggregate

shocks. We impose three restrictions on the standard Kalman filtering framework. First,

we do not allow for measurement error in the observation equation. Second, we assume

that either (a) the system is initially in steady state at the start of the sample or (b) the

researcher knows the initial state with certainty and knows the transition path of the model

back to steady state. If the system is stable this restriction is not costly in situations where

the researcher has a sufficient burn-in period at the start of the sample so that the effect of

the initial state dissipates before the sample of interest begins. Third, we assume that there

are at least as many states as there are observables. Under these restrictions, the Kalman

smoother coincides with the Kalman filter.
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The Filtering Algorithm. Consider a dynamic system with a state space representation

Xt = AXt−1 +Bεt (17)

Yt = CXt (18)

where X is the state, ε is a vector of i.i.d. mean-zero innovations and Y is the observed data.

ε and Y are dimension N × 1 and X is dimension M × 1. A, B, and C are conformable

matrices. We will require that CB is invertible, which requires that there are at least as

many states as there are observables.

We assume that this internal description of the model is unknown to the researcher.

Instead, the researcher has access to an external description of the system, i.e. impulse

response functions. Let R(τ, i) be the response of Yτ to a unit change in the ith element of

ε0. The impulse responses are given by

R(τ, i) = CAτB1i,

where 1i is the standard basis vector in the ith dimension. R(τ, i) is a N × 1 vector. Let

R(τ) be a N × N matrix where the ith column is R(τ, i). Notice that R(τ) = CAτB. The

researcher may also have access to an estimate of the effects of the initial state of the system

S(τ) = CAτ+1X−1 for τ ≥ 0. In practice one may wish to assume that the system is initially

in steady state so S(τ) = 0 for all τ . For a stationary system, where At → 0 as t → ∞,

the role of the initial state will diminish over time so if one has a sufficient burn-in period

of data assuming the system starts in steady state will have limited effect on the results.

The researcher has data {Yt}Tt=0 and wishes to recover an estimate of {εt}Tt=0. The filtering

then proceeds recursively as follows: Let Q0 = S(0). At date 0, solve (17) and (18) for

ε0 = (CB)−1 (Y0 − CAX−1) and notice that we can rewrite this as ε0 = R(0)−1 (Y0 −Q0) .

Now suppose that we have solved for {ετ}t−1
τ=0 and we wish to solve for εt. Let Qt = CAXt−1

and by repeated substitution of (17) we have Qt =
∑t−1

τ=0R(t− τ)ετ + S(t). From (17) and

(18) we then have

εt = R(0)−1 (Yt −Qt) . (19)

Relationship to the Kalman Filter. Let X̂t|t−1 be the point estimate of Xt given in-

formation through t − 1. The Kalman filter updates this estimate as (Hamilton, 1994, eq.
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13.2.15)

X̂t|t = X̂t|t−1 + Pt|t−1C
′ (CPt|t−1C

′)−1
(
Yt − CX̂t|t−1

)
,

where Pt|t−1 is the covariance matrix of X̂t|t−1. Because we assume that the initial state

(or rather its effects) is known and there is no measurement error, once Yt−1 is observed,

εt−1 is known and therefore the only reason X̂t|t−1 is uncertain is because of εt. Therefore

Pt|t−1 = BΣB′ where Σ is the covariance matrix of ε. Plugging this in above we have

X̂t|t = X̂t|t−1 +BΣB′C ′
(
CBΣB′C ′

)−1
(
Yt − CX̂t|t−1

)
= X̂t|t−1 +B (CB)−1

(
Yt − CX̂t|t−1

)
︸ ︷︷ ︸

=εt

.

Now notice that the update to X̂t|t−1 is just Bεt so we have

εt = (CB)−1
(
Yt − CX̂t|t−1

)
= (CB)−1

(
Yt − CAX̂t−1|t−1

)
where the second line follows from Hamilton eq. 13.2.17. Using the logic above, Xt−1 is

known after Yt−1 is observed so X̂t−1|t−1 = Xt−1 so the above equation becomes

εt = R (0)−1 (Yt −Qt)

in the notation of our filtering algorithm, which is the same as (19).

Incorporating the ELB. Let R be a T ×T matrix that maps a path of output gaps into

a path of real interest rates that satisfy the monetary rule. The Phillips curve and monetary

policy response to inflation is embedded inside R. With the ELB, we have

−→r t = max

{
R
(
M−→r +Qεt +

−→
Ŷ t|t−1

)
+ S(ηt−1, εt), r

}
, (20)

where −→r t ≡ (rt,Etrt+1, · · · ,Etrt+T−1)′, Q maps the current shock to a path of output gaps

under constant real rates,
−→
Ŷ t|t−1 is the forecast of output gaps given past shocks and mone-

tary news, and S is a function that captures the effect of the exogenous term in the interest

rate rule. Given the N × 1 data vector Yt, we solve a system of N + T equations such that

Yt = CBεt +Qt as above and such that (20) holds where the unknowns are the elements of

εt and −→r t. We solve this system iteratively using partial updates.
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H Derivation and Decomposition of r∗

Derivation of Equation (14). Consider an abstract representation of our model expressed

in discrete time steps corresponding to the time intervals on which we compute the model:

Ŷt = Y(ht,Φt)

ht = H(~rt, ηt)

Φt+1 = T (Φt, ht)

ηt+1 = F(ηt, ε
η
t+1).

The first equation states that the output gap, Ŷt, is a function, Y , of the household policy

rules, ht, and the distribution of households over individual states, Φt. In our model, a house-

hold chooses whether or not to adjust its durable stock and if so the level of durables, how

much to consume in nondurables, and how much to save in liquid assets. All of these deci-

sion rules are contained in the collection ht. The second equation states that the policy rules

depend the vector of current and expected future real interest rates, ~rt ≡ (rt,Etrt+1, · · · )′,

and the exogenous aggregate states, ηt ≡ (gt, Gt − Ḡ, rbt − r̄bt )′. We extend the analysis to

allow for prices other than real interest rates to affect the decision rules below, but we begin

with a simpler formulation here for ease of exposition. The third equation shows how the

distribution of individual states evolves as a function of the household decisions. In het-

erogeneous agent models, the evolution of the distribution depends on individual decisions

as well as the stochastic process of idiosyncratic shocks. In our formulation, the effect of

idiosyncratic shocks is embedded within the function T . Finally, the fourth equation gives

the law of motion for the exogenous aggregate states where εηt+1 is the vector of innovations

to the aggregate stochastic processes, which are uncorrelated.30

Current and future real rates affect the policy rules at t. Previous real interest rates

do not affect the policy rules because the policy rules are conditional on individual states.

However, past interest rates affect the output gap at t through their effect on the distribution

of individual states Φt. For example, if low interest rates in the past caused households to

stock up on durables, then this is reflected in the distribution of households over levels of

30For example, the first element is σZ
(
WZ
t+1 −WZ

t

)
.
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durables.

We linearize the system around steady state:

Ŷt = Yhht + YΦ(Φt − Φ̄)

ht = Hr~rt +Hηηt

Φt+1 − Φ̄ = TΦ(Φt − Φ̄) + Thht

ηt+1 = Fηηt + εηt+1.

As with Φt, ht can be interpreted as a vector that gives a discrete representation of the

decision rules as in the Reiter (2009) method. Using the linearized system, the forecast at

date t of the output gap at date t+ s for s ≥ 0 is given by

EtŶt+s = Yh
(
HrEt~rt+s +HηF sηηt

)
+

s−1∑
k=0

YΦT s−k−1
Φ Th

(
HrEt~rt+k +HηFkη ηt

)
+ YΦT sΦ(Φt − Φ̄),

where Yh is the partial Jacobian of Ŷt with respect to ht and so on. As ~rt ≡ (rt,Etrt+1,Etrt+2, · · · )

we can write Et~rt+s = Ss~rt where Ss is a shift operator that chops off the first s elements of

~rt. Using this shift operator and rearranging yields

EtŶt+s =

YhHrSs +
s−1∑
k=0

YΦT s−k−1
Φ ThHrSk

~rt (21)

+

YhHηF sη +
s−1∑
k=0

YΦT s−k−1
Φ ThHηFkη

 ηt + [YΦT sΦ ] (Φt − Φ̄).

This equation shows that the forecast of the output gap at t+ s is (to a first order approx-

imation) a linear function of the expected real interest rate path, the exogenous states ηt,

and the distribution Φt. Stacking equation (21) for s ≥ 0 then yields equation (14) with the

terms in square brackets forming the rows of M, Q, and D, respectively.

Derivation of Equation (16). As shown in the text, the solution for r∗ for a given set of

states ηr,Φt is,

~r∗t = −M−1
(
Qηt +D(Φt − Φ̄)

)
.
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To determine r∗ as a function of past real rates and the exogenous states η, we solve out

for the endogenous state Φt. Solving the state backwards yields,

Φt − Φ̄ = Thht−1 + TΦ(Φt−1 − Φ̄)

= ThHr~rt−1 + ThHηηt−1 + TΦ

(
Thht−2 + TΦ(Φt−2 − Φ̄)

)
=

t−1∑
k=0

(
T kΦ ThHr

)
~rt−1−k +

t−1∑
k=0

(
T kΦ ThHη

)
ηt−1−k

with Φ0 = Φ̄.

We next show how to express the first two terms in terms of the matrices M and Q.

Start with the term that captures the history of interest rates,

D

 t−1∑
k=0

(T kΦ ThHr)~rt−1−k

 = YΦ


I

TΦ

T 2
Φ
...


 t−1∑
k=0

(T kΦ ThHr)~rt−1−k



= YΦ

t−1∑
k=0


(T kΦ )

(T k+1
Φ )

(T k+2
Φ )
...

 ThHr~rt−1−k

To see the connection with the monetary transmission matrix, we split M into two

components, one capturing how the evolution of the state and the other the policy function,

M =


0

YΦThHr

YΦTΦThHr + [0 YΦThHr]

YΦT 2
ΦThHr + [0 YΦTΦThHr] + [0 0 YΦThHr]

...

+


YhHr

[0 YhHr]

[0 0 YhHr]
...


For general s = t + 1 the term of past real rate expectations can then be split into a

component involving interest rate innovations up to time s−1 and one component involving

63



expected interest rates from s onward,

D

 s∑
k=0

(T kΦ ThHr)~rt−1−k

 =
s−1∑
k=0

M[1+s−k..,1..s−k]

Ek


rk
...

rs−1

− Ek−1


rk
...

rs−1




+
s−1∑
k=0

(M[1+s−k..,1+s−k..] −M[s−k..,s−k..])Ek~rs

We take a similar approach for expressing the historical contribution of the exogenous

states η. It will again be convenient to write the matrix Q as the sum of the state component

and the policy component,

Q =


0

YΦThHη

YΦTΦThHη + YΦThHηFη
YΦT 2

ΦThHη + YΦTΦThHηFη + YΦThHηF2
η

...

+


YhHη

YhHηFη
YhHηF2

η
...


Then we can express the historical contribution of the exogenous states η to the states

solely in terms of past shocks and the Q matrix,

D

 t−1∑
k=0

(
T kΦ ThHη

)
ηt−1−k

 = YΦ

t−1∑
k=0


(T kΦ )

(T k+1
Φ )

(T k+2
Φ )
...

 ThHηηt−1−k =
t−1∑
k=0

(Q[2+k..,..] −Q[1+k..,..]Fη)ηt−1−k

=
t−1∑
k=0

Q[2+k..,..]ηt−1−k −
t−1∑
k=0

Q[1+k,..]Fηηt−1−k = −QFηηt−1 +
t−1∑
k=0

Q[2+k..,..]ε
η
t−1−k

Substituting our solution for the state into the equation for r∗ yields,

~r∗t = −M−1

t−1∑
k=0

M[1+t−k..,1..t−k]

Ek

rk
...

rt−1

− Ek−1


rk
...

rt−1




−M−1

t−1∑
k=0

(M[1+t−k..,1+t−k..] −M[t−k..,t−k..])Ek~rt −M−1

t−1∑
k=0

Q[1+k,..]ε
η
t−k

This equation tells us that r∗ is not just a function of the shocks (last term), but it can also

vary with how past interest rates were set in the past (first term) and with past expectations

of current and future rates (second term).
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We next solve out for these expectations of current and future rates by assuming that

they are set to close all output gaps from time t onwards, consistent with the definition of

r∗. Thus, the expectations of future rates are now superscripted with a star,

~r∗t = −M−1

t−1∑
k=0

M[1+t−k..,1..t−k]

Ek

rk
...

rt−1

− Ek−1


rk
...

rt−1




−M−1

t−1∑
k=0

(M[1+t−k..,1+t−k..] −M[t−k..,t−k..])Ek~r∗t −M−1

t−1∑
k=0

Q[1+k,..]ε
η
t−k

Taking expectations of this r∗ vector yields

M[1+s..,1+s..]Et−s~r∗t = −
t−s∑
k=0

M[1+t−k..,1..t−k]

Ek

rk
...

rt−1

− Ek−1


rk
...

rt−1




−
t−s−1∑
k=0

(M[1+t−k..,1+t−k..] −M[t−k..,t−k..])Ek~r∗t −
t∑

k=s

Q[1+k,..]ε
η
t−k

We can now write expectations recursively,

Et−s~r∗t = Et−s−1~r
∗
t −M−1

[1+s..,1+s..]M[1+s..,1..s]

Et−s

rt−s

...

rt−1

− Et−s−1


rt−s

...

rt−1




−M−1
[1+s..,1+s..]Q[1+s,..]ε

η
t−s

Repeated substitution of the expectation updating into the r∗ equation then yields the

formula in the text,

~r∗t = −
t−1∑
k=0

M−1
[1+t−k..,1+t−k..]M[1+t−k..,1..t−k]

Ek

rk
...

rt−1

− Ek−1


rk
...

rt−1




−
t∑

k=0

M−1
[1+k..,1+k..]Q[1+k,..]ε

η
t−k
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Extension with More Endogenous Prices. Consider the expanded system:

Ŷt = Y(ht,Φt)

ht = H(~rt, ~wt, ηt)

Φt+1 = T (Φt, ht)

ηt+1 = F(ηt, ε
η
t+1)

0 = P(ht,Φt),

where wt is a vector of prices (other than real interest rates) at date t and ~wt ≡ (wt,Etwt+1, · · · )′.

The second equation therefore allows for other prices besides interest rates to affect house-

hold policy rules. P(ht+s,Φt+s) = 0 gives the market clearing conditions for the prices in

wt+s. If wt+s is a vector of prices, then P is a vector-valued function. The prices in wt can

include tax rates and the P can include government budget constraints or fiscal rules that

set the tax rate.

Now let’s take ~rt as given and solve for the resulting ~wt. Proceeding as with the forecast

of the output gap we have (to a first order approximation) the market clearing conditions at

t+ s are

0 =

PΦ

s−1∑
k=0

(
T kΦ ThHrSs−k−1

)
+ PhHrSs

~rt +

PΦ

s−1∑
k=0

(
T kΦ ThHwSs−k−1

)
+ PhHwSs

 ~wt
+

PΦ

s−1∑
k=0

(
T kΦ ThHηρ

s−k−1
η

)
+ PhHηρ

s
η

 ηt + PΦT sΦ(Φt − Φ̄)

Stacking this equation for s ≥ 0 yields

~0 =MP~rt +NP ~wt +QPηt +DP (Φt − Φ̄)

Solve this for ~wt

~wt = −N−1
P

[
MP~rt +QPηt +DP (Φt − Φ̄)

]
(22)

Forecasting the output gap as before, we arrive at an analogous expression to our simpler
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case without endogenous prices:

EtŶt+s =

Y ′Φ s−1∑
k=0

(
T ′kΦ ThH′rSs−k−1

)
+ YhH′rSs

~rt
+

Y ′Φ s−1∑
k=0

(
T ′kΦ ThH′ηF s−k−1

η

)
+ YhH′ηF sη

 ηt + Y ′ΦT ′sΦ (Φt − Φ̄),

where we have redefined the matrices as follows:

Y ′Φ = YΦ − YhHwN−1
P DP

T ′Φ = TΦ − ThHwN−1
P DP

H′r = [I −HwN−1
P QP ]Hr

H′η = [I −HwN−1
P QP ]Hη.

Stacking these equations for s ≥ 0 yields

~̂
Yt =M~rt +Qηt +D(Φt − Φ̄)

For the decomposition we use a similar approach of substituting out for ~wt. We can build

the decomposition iteratively

Φt =
t−1∑
k=0

T ′kΦ ThH′r~rt−1−k +
t−1∑
k=0

T ′kΦ ThH′ηηt−1−k

Since the addition of endogenous prices leads to identical expressions up to a redefinition

of the matrices, the same steps as in the simpler case can be followed.

I Model Impulse Response Functions

Figure A.4 plots the model impulse response functions.

J Robustness to Aggregate Nonlinearities

In this appendix we investigate the sensitivity of our results to allowing for nonlinear ag-

gregate dynamics. We do so by conducting a version of our analysis in the fully nonlinear
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Figure A.4: Impulse response functions for the output gap Ŷ , the change in the durable ex-
penditure share relative to potential GDP ∆sx, the real interest rate r, the borrowing spread
rb, and the contemporaneous natural rate of interest r∗ following a shock to productivity eZ ,
non-household demand eG, the monetary policy rule er, and the borrowing spread er

b
.
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version of our model. Solving the nonlinear model is substantially more difficult than solving

the linear model and moreover our filtering approach relies on linearity. Therefore, in this

robustness analysis we conduct a somewhat simpler exercise and we use the full-information

version of the model to ease the computational burden. In particular, we perform our infer-

ence procedure on a one-time shock. We proceed in the following steps:

1. Feed in a one-time permanent reduction of productivity of -16% into the nonlinear

model and find the paths for the real interest rate, the relative durable price, and

aggregate income that are consistent with market clearing. We obtain a 2.8% output

gap and an 78% percent drop in the endogenous adjustment probability on impact.

2. Use the linear model to filter the model generated data and find the implied path of

r∗ as we do in the main text.

3. Feed the r∗ path from the previous step into the nonlinear model and find the paths

of the relative durable price and aggregate income that are consistent with market

clearing.

Denote the vector of output gaps from step 3 as Ŷ NL. If the output gap from step 3 is close

to zero, then our procedure for inferring r∗ using the linear approximation to the model is

accurate because it is indeed the path for interest rates that is needed to close the output

gap, which is the definition of r∗. To gauge how important the error is for our calculations

we use the linear model to convert the residual output gap to an adjustment to the r∗ path

of M−1Ŷ NL. Pre-multiplying by M−1 gives the change in real interest rates that would be

needed to close the residual output gap.

Figure A.5 plots r∗ and r∗ +M−1Ŷ NL. Because monetary policy is less powerful in the

recession, the linear model initially underestimates how much the real interest rate needs

to fall to close the output gap. However, after 10 quarters the two real rate paths follow a

very similar pattern. This suggests our baseline analysis likely underestimates the drop in

r∗ during the Great Recession, but the forecast of persistently low interest rates is robust to

state dependence.

There are two reasons that our results are fairly robust to the state dependence implied by

the nonlinear model. First, while monetary policy is indeed less powerful during the recession
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Figure A.5: Path for r∗ following a permanent drop in productivity in the full information
model. The blue line depicts the r∗ path when we use the linear model for filtering the
impulse response functions and calculating the corresponding r∗. We feed this path into the
nonlinear model, calculate the residual output gap Ŷ NL, and convert it into r∗ space using
M−1Ŷ NL. The red line depicts the r∗ from the linear model plus this residual, M−1Ŷ NL.

in the nonlinear model, this effect dissipates rather quickly. Second, even if monetary policy

is persistently less powerful there are two offsetting effects on our calculation of r∗. When

we filter the data we use the observed movement in r when we infer what shock hit the

economy. If we overestimate the power of monetary policy we overestimate the size of the

shock the central bank is reacting to. However, the movement in interest rates that is needed

to counter a given shock is underestimated. These two considerations partially offset each

other.

70


